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ABSTRACT
Automatic understanding of food is an important research
challenge. Food recognition engines can provide a valid aid
for automatically monitoring the patient’s diet and food-
intake habits directly from images acquired using mobile or
wearable cameras. One of the first challenges in the field
is the discrimination between images containing food versus
the others. Existing approaches for food vs non-food clas-
sification have used both shallow and deep representations,
in combination with multi-class or one-class classification
approaches. However, they have been generally evaluated
using different methodologies and data, making a real com-
parison of the performances of existing methods unfeasible.
In this paper, we consider the most recent classification ap-
proaches employed for food vs non-food classification, and
compare them on a publicly available dataset. Different
deep-learning based representations and classification meth-
ods are considered and evaluated.

CCS Concepts
•Computing methodologies→ Image representations;
Object recognition;
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1. INTRODUCTION
Automatic food understanding is becoming more and more

important to provide services for self-nutrition [1, 2]. User’s
feeding habits have to be taken into account to try to com-
bat obesity, which is dramatically increasing also in child-
hood [3]. Having a daily record of actual intake of food has
a crucial importance to provide the user with a personalized
diet and beneficial information on the food intake balance.
More specifically, the procedure of measuring energy and
nutrients intake requires the record of all food consumed
by an individual, the identification of the portion size and
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the determination of the frequency with which each food is
eaten. Standard approaches for food intake monitoring de-
mand the user to self-report all the food he/she eats and to
recognize and describe also quantities. As pointed-out by
different studies, self-reporting is often inaccurate [4, 5, 6,
7]. Many studies have shown that the collection of accu-
rate dietary intake data is hampered by under-reporting of
food intake [8]. Under-reporting in large nutritional surveys
ranges from 18 to 54% of the whole sample, and it can widely
vary due to different criteria used to identify under-reporters
and also to non-uniformity of under-reporting across popu-
lations (e.g., men and women, children and adults). More-
over, it has been frequently observed that under-reporting
is greater in overweight and obese individuals than those of
healthy weight [9].

Thanks to the great diffusion of low cost image acquisi-
tion devices (e.g., smartphones and wearable cameras), food
is nowadays one of the most photographed objects. This
allows to create a food-log [10, 11] by simply taking snap-
shots of meals. It should be noted that snapshots could be
acquired either actively, using a smartphone [12], or auto-
matically, using an always-on wearable camera [13]. The
first step to address in order to build a food-logging system
is the discrimination between food and non-food images [14,
15, 16]. It should be noted that, in this paper, we tackle the
problem of food vs non-food discrimination, which is differ-
ent from food detection. Indeed, while in the former case,
the algorithm takes an image as input and predicts whether
the image contains food or not, in the latter one, the algo-
rithm should be able to detect where food is located in the
image, providing as output a bounding box or a pixel-wise
mask [17]. Images classified as “containing food” could be
further analyzed by automated systems in order to count
calories [16] or simply stored and organized to create a food
log [10] to be analysed by nutritionists in order to perform
a better monitoring of the patient’s diet and to understand
food intake habits.

Despite the availability of different approaches for food
vs non-food discrimination in the literature, they have been
generally evaluated using different methodologies and on dif-
ferent datasets, making a direct comparison unfeasible. Con-
sidering their promising performances in many computer vi-
sion problems, including food analysis [18, 16, 19], in this
paper we benchmark the main deep-learning-based represen-
tations on the task of food vs non-food image classification.
We also consider different classification methods employed
in the recent literature, including the softmax classification
embedded in CNNs [16, 18, 19], standard binary SVM clas-



sification [14], and one-class SVM classification [17]. Exper-
iments are performed on public datasets and by considering
the challenging evaluation scheme proposed in [17]. The
best among the considered models achieves an overall ac-
curacy of 94.86% with balanced True Positive Rate (ability
to recognize food images) and True Negative Rate (ability
to recognize non-food images) scores of 94.28% and 95.59%
respectively. An online demo of the proposed system along
with the models required for the discrimination are available
at the URL http://iplab.dmi.unict.it/demofood/.

The remainder of the paper is organized as follows. Sec-
tion 2 discusses the related works. Section 3 introduces the
considered features and classification methods. Section 4
describes the experiments, whereas Section 5 reports the re-
sults. Finally, Section 6 concludes the paper.

2. RELATED WORKS
The literature related to food vs non-food classification

have considered both shallow [14, 17] and deep [16, 18,
19] representations, and employed either multi-class [19] or
one-class [17] classification techniques. In [14], Kitamura et
al. addressed the problem of discriminating between food
and non-food images by training an SVM classifier on fea-
tures based on shapes (e.g., circles and rectangles), color
histograms, and DCT coefficients. The system has been ex-
tended in [15] with the introduction of a Bayesian framework
using the same color and shape-based features. Kagaya et
al. [18] used deep learning for food detection and recogni-
tion, by employing both food and non-food images to train
the discriminative model. Similar approaches have been em-
ployed in [16] and [19], where respectively the GoogLeNet [20]
and Network in Network [21] models pre-trained on Im-
ageNet were fine-tuned on two different food vs non-food
datasets. Farinella et al. [17] exploited one-class classifica-
tion methods [22] on multiple shallow image representations.
Using a one-class classifier allows to learn from food images
only, avoiding the inclusion of non-food images in the train-
ing procedure.

As mentioned before, previous approaches have been eval-
uated using different experimental settings and different data,
so a direct comparison of such methods, to select the best
approach to be employed in a real application, is quite im-
possible. In this paper we provide an extensive evaluation
of the main classification approaches and CNN models em-
ployed in past works, to design a robust food vs non-food
classifier. Following [17], we use public data and perform
evaluations in challenging settings, in order to allow both
reproducibility of the results and future comparisons.

3. FEATURES AND CLASSIFICATION
We address the task of discriminating between food and

non-food images as a classification problem. In our analysis,
we will also consider different representations and classifica-
tion schemes. Let T = ({I1, I2, · · · , In}, {l1, l2, · · · , ln)})
be a given training set, where {I1, I2, · · · , In} are train-
ing images belonging to the set of all possible images I
(Ii ∈ I, ∀i|1 ≤ i ≤ n) and {l1, l2, · · · , ln} are training labels
(li = 1 if Ii contains food, li = 0 otherwise). Let φ : I → <d

be a representation function from the set of all possible im-
ages to the d-dimensional representation space <d and let
S = ({x1, x2, · · · , xn}, {l1, l2, · · · , ln)}) be the set of labeled
training samples, where xi = φ(Ii), ∀i|1 ≤ i ≤ n. A given

classifier C should be able to learn from the set of training
samples S in order to assign the correct label l to a new
(not previously observed) image I. This scheme can be ap-
plied employing a binary or one-class SVM classifier with
a selected kernel, or considering Convolutional Neural Net-
works. In practice, a binary SVM classifier would learn the
model and optimize the involved hyperparameters from the
training samples S. When CNNs are used for both feature
extraction and classification, the learning and representation
steps are performed jointly and the model is learned directly
from the training set of images T . When one-class classifiers
are employed, the training set S contains only positive sam-
ples with all labels equal to 1, while a set of negative samples
can still be used to optimize the possible hyper-parameters
of the model.

Considering their promising results in the task of food
vs non-food discrimination [16, 18, 19], we consider deep
representations in our experiments. In particular, we con-
sider the following CNN architectures: the Network in Net-
work model [21], the AlexNet model [23], and the VGG-
S model [24]. All considered models have been pretrained
on the ImageNet dataset. The AlexNet model is a stan-
dard CNN architecture which has already been used for
food vs non-food discrimination [18]. The Network in Net-
work model proposed in [21] is a memory efficient network
which achieves state of the art performances on the Ima-
geNet dataset. This model has been used for food vs non-
food classification in [19]. The considered VGG model has
shown state of the art performances on many classification
tasks and usually outperforms the standard AlexNet archi-
tecture as discussed in [24]. Given the unavailability of
large-scale food datasets, we do not train the considered
models from scratch. Instead, we take advantage of models
pretrained on the ImageNet dataset and consider transfer
learning techniques as done by other authors [16]. Specif-
ically, we consider two basic transfer learning techniques:
1) using the pre-trained models as simple feature extractors
and 2) fine-tuning the models. The former method consists
in propagating the input image into the network and ex-
tracting as features the activation values contained in the
penultimate layer of the network. For the AlexNet [23] and
VGG models [24], such layer is referred to as fc7 and its
dimensionality is equal to 4096. In the case of the Net-
work in Network model [21], we extract activations from the
penultimate layer (cppp7 ). Extracted values are then passed
through an average pooling layer to obtain vectors of 1024
features (see [21] for details). Once features are extracted
from the training set, an SVM classifier is trained on top of
them. In the case of fine-tuning, the last layer of the net-
work containing 1000 units is substituted with a new layer
containing only two nodes. The weights of the new units
are initialized with gaussian noise (σ = 0.01) and the biases
are initialized to zero. The learning rate of the new units
is set to 10 times the base learning rate (i.e., the learning
rate for all other units) and the standard training proce-
dure based on gradient-descent is resumed starting from the
weights pretrained on ImageNet. We would like to note that
we consider also combining both transfer learning methods,
i.e., combining fine-tuned models with an SVM classifier.

We also consider three different classification schemes which
have been employed in the literature: 1) SoftMax classifica-
tion: when networks are fine-tuned, the output probability is
used for classification; 2) One Class SVM: following [17], we



(a) UNICT-FD889

(b) Flickr-Food

(c) Flickr-NonFood

Figure 1: Some examples from the three considered datasets.

train a one-class classifier considering only positive samples;
3) Binary SVM: we train a standard binary SVM classifier
using both positive (food) and negative (non-food) samples.
While the first method is restricted to the case in which
CNNs are fine-tuned, the second and third methods are ap-
plied when CNNs are used just for feature extraction, as well
as when models are finetuned.

4. EXPERIMENTAL SETTINGS
Experiments follow the evaluation pipeline suggested in [17].

In order to assess the generalization ability of the methods,
three different datasets are used for the training and testing
procedures. The first dataset is named UNICT-FD889 and
has been proposed in [25, 1]1. It contains 3583 food im-
ages related to 889 different plates acquired multiple times
to introduce variability in real-world scenarios during meals
(e.g., by using an iPhone). It should be noted that, differ-
ently from other datasets (e.g., Food-101 [26]), each image
in UNICT-FD889 is a close-up of the acquired meal, so that
images contain mainly food whereas the presence of other
objects is limited. The second dataset considered in the ex-
periments has been proposed in [17] and consists of 4805
food images. All images have been downloaded from Flickr
and manually inspected to check the actual presence of food.
The dataset contains only images acquired with an iPhone
at their original resolution. Differently from UNICT-FD889,
the acquisition settings for this dataset are less constrained
and images can occasionally contain also other objects not
related to food. This dataset is referred to as Flickr-Food.
The third considered dataset has been acquired from Flickr
by the same authors [17] with similar modalities. It contains
8005 non-food images belonging to different scene types and
depicting different objects. This dataset is referred to as
Flickr-NonFood. Figure 1 shows some examples from the
considered datasets.

1The UNICT-FD889 dataset is available at the URL
http://iplab.dmi.unict.it/madima2015/

In our experiments, the Flickr-NonFood dataset is ran-
domly divided into two asymmetrical halves containing 3583
and 4422 samples respectively. This asymmetrical split is
considered in order to obtain a balanced training set (i.e.,
with an equal number of positive and negative samples).
Training is hence performed using the 3583 food images con-
tained in UNICT-F889 and the 3583 non-food images con-
tained in the first half of the Flickr-NonFood dataset. Eval-
uations are performed on the 4805 food images contained on
the Flickr-Food dataset and the 4422 non-food images con-
tained in the second half of the Flickr-NonFood dataset. As
pointed out in [17], such challenging training/testing scheme
allows to assess the generalization capability of the consid-
ered methods since positive samples in training and test sets
have been acquired by different sources and with different
modalities, while negative samples are heterogeneous per se.

All experiments have been performed using the Caffe frame-
work [27] and LibSVM library [28]. The implementation
of [29] is considered for one-class SVM. The BVLC refer-
ence CaffeNet model has been used as AlexNet implemen-
tation. During training, standard data augmentation tech-
niques are employed resizing the input images to 256× 256
pixels and cropping/mirroring them according to what sug-
gested in [23]. When CNNs are fine-tuned, one third of
the training set is used for validation, while the remaining
two thirds are used for training. Fine-tuning was termi-
nated when the validation accuracy stopped increasing. Af-
ter the fine-tuning is complete, the model corresponding to
the epoch with the highest validation accuracy is considered
for reference. We consider a sigmoid kernel for training both
the one-class and binary SVM classifiers. The best parame-
ters (namely, γ value for the sigmoid kernel, ν value for the
one-class SVM, and C cost for the binary SVM) have been
selected using a grid search with 3-fold validation. It should
be noted that in the experiments related to one-class clas-
sification just positive samples are used to learn the model.
Positive and negative samples are used jointly in order to
chose the optimal set of hyperparameters.

5. RESULTS
Figure 2 summarizes the experimental results. For each

classifier and representation combination, we report the fol-
lowing performance scores: the accuracy of the system (i.e.,
the fraction of correct predictions), the True Positive Rate
(TPR) (i.e., the fraction of correctly classified food images),
and the True Negative Rate (TNR) (i.e., the fraction of cor-
rectly classified non-food images). Best performances are
reported as boxed numbers in Figure 2.

Pre-trained CNNs allow to obtain already good results
when they are simply used for feature extraction and cou-
pled to a binary SVM classifier (first column for each model
in Figure 2). In particular, advanced models such as VGG
and Network In a Network yield very good results (> 90%).
However, it should be noted that these approaches always
achieve unbalanced results, with TNR values (i.e., non-food
class) higher than TPR values (i.e., food class). This is prob-
ably due to the fact that all networks have been pre-trained
on a dataset (i.e., ImageNet) mainly containing objects and
few food samples. Keeping using CNNs just for feature ex-
traction and substituting the binary SVM classifiers with
one-class classifiers as suggested in [17] (second column for
each model in Figure 2), leads in general to less balanced
and worse results. In particular, the features extracted with
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Figure 2: Results of the experiments. Values indicating best performances are boxed . Left: results related to the AlexNet model.
Middle: results related to the VGG model. Right: results related to the Network In Network model.

the Network in Network model are unable to correctly clas-
sify food images, with a TPR of only 0.87%. Fine-tuning the
networks and using the output of the softmax layer directly
for classification (third column for each model in Figure 2)
brings some minor improvements over the binary SVM in
the case of AlexNet and generally worse results with the
other models. Interestingly, training a binary SVM classifier
on top of the representations extracted with the fine-tuned
models (fourth column for each model in Figure 2) leads to
big improvements in the case of the AlexNet model (7% to
10% over other classification approaches), and comparable
results when other models are employed. Substituting the
binary SVM classifier with a one-class classifier on fine-tuned
models (fifth column for each model in Figure 2) does not
leads to consistent improvements. Figure 3 shows some suc-
cess/failure examples related to the best performing model,
i.e., fine-tuned AlexNet + binary SVM classifier.

In our experiments, the best performing method is achieved
coupling a fine-tuned AlexNet model with a binary SVM
classifier. The overall accuracy is 94.86%, and performances
are balanced with respect to both food and non-food classes,
with a True Positive Rate (i.e., food class) of 94.28% and
a True Negative Rate (i.e., non-food class) of 95.50%. It
should be noted that this combination outperforms the soft-
max classifier included in the fine-tuned network by a big
margin (about 11%). This discrepancy, is probably due
to the fact that the training process of CNNs is proba-
bilistic and optimizes representation and classifier jointly,
whereas training a binary SVM model is a deterministic
process which optimizes just the classifier component. In-
terestingly, while in general the VGG model outperforms
the AlexNet architecture on different image classification
tasks [24], in our experiments, the AlexNet model outper-
forms VGG when fine-tuning is coupled with a binary SVM
classifier. We would like to note that the AlexNet model is
much lighter and fast than VGG, which involves savings in
space and computational time. The AlexNet model seems to
be the only one benefiting from fine-tuning. This is probably
due to the higher capacity of VGG, which makes fine-tuning
with few samples prone to overfitting, as well as to the known
difficulties in fine-tuning the Network in Network model due
to the absence of fully connected layer as discussed in [20,
30]. This leaves us with the intuition that the less special-
ized features of the AlexNet model are more prone to adapt
to a quite different task as food vs non-food discrimination.
An online demo based on the best results obtained in this

(a) Food as Food (b) Non-Food as Food

(c) Food as Non-Food (d) Non-Food as Non-Food

Figure 3: Some success/failure cases related to the best perform-
ing model (fine-tuned AlexNet + binary SVM). (a) food images
correctly classified. (b) non-food images erroneously classified as
food. (c) food images erroneously classified as non-food. (d) non-
food images correctly classified.

paper (i.e., fine-tuned AlexNet + binary SVM classifier), is
available at the URL http://iplab.dmi.unict.it/demofood/.

6. CONCLUSION
Food vs non-food classification have been exploited using

both shallow and deep representation and employing dif-
ferent classification approaches. Since such methods have
usually been evaluated on non-public data, with different
methodologies, in this paper we have benchmarked the main
deep representation and classification techniques in order to
design a robust and efficient food vs non-food classifier. Re-
sults show that the combination of a fine-tuned AlexNet
model and a binary SVM classifier gives the best results.
Future works will investigate how the proposed method can
be optimized to reduce the required memory and computa-
tional resources. Moreover, exploitation of this model as a
first step towards a food-log application from wearable cam-
eras will be considered.
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