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Abstract: We consider the problem of the detection and recognition of points of interest in cultural sites. We observe that
a “point of interest” in a cultural site may be either an object or an environment and highlight that the use of an
object detector is beneficial to recognize points of interest which occupy a small part of the frame. To study the
role of objects in the recognition of points of interest, we augment the labelling of the UNICT-VEDI dataset
to include bounding box annotations for 57 points of interest. We hence compare two approaches to perform
the recognition of points of interest. The first method is based on the processing of the whole frame during
recognition. The second method employs a YOLO object detector and a selection procedure to determine the
currently observed point of interest. Our experiments suggest that further improvements on point of interest
recognition can be achieved fusing the two methodologies. Indeed, the results show the complementarity of
the two approaches on the UNICT-VEDI dataset.

1 INTRODUCTION

The recognition of the points of interest observed by
the visitors of a cultural site can provide useful in-
formation to both the visitors and the site manager.
This information can be easily acquired by the vis-
itors by means of wearable devices equiped with a
camera. The collected visual information can be pro-
cessed and used by the manager of the cultural site
to understand the visitors’ behaviour (e.g. How much
time did the visitors spend observing a specific point
of interest? What is the point of interest most viewed
by visitors?). Moreover, exploiting information re-
lated to the visitors it is possible to suggest to them
what to see next, other points of interest related to
what the user is observing and to produce a personal-
ized summary of the visit (Figure 1).

In this work, we focus on the recognition of points
of interest from egocentric images. A point of inter-
est can be defined by the site manager as an entity
(e.g. object, architectural element, environment etc.)
for which it is interesting to estimate the attention of
visitors. Points of interest of a cultural site are those
elements which are usually provided with information
such that the visitors can understand what they are ob-
serving. As such, it can be an object or an area of an

environment, which increases variability in the recog-
nition. Figure 2 shows some examples of points of
interest such as paintings, environments or statues.

Past works have investigated the problem of esti-
mating the attention of visitors from fixed cameras.
However, this setup raises uncertainty about which
object the user is looking at when there are more
neighbouring objects. Figure 3 shows the constraints
related to third person vision with respect to this task.
As shown in the figure, there is ambiguity in under-
standing what the visitors are looking at (left image)
and sometimes the point of interest observed by the
user is out of the scene (right image), due to the un-
convenient position of the fixed camera.

To study the problem of detecting the points of in-
terest observed by the visitors of a museum, we con-
sider the UNICT-VEDI dataset (Ragusa et al., 2018a).
Despite the location of the user can be determined
feeding the image frame to a CNN and then perform-
ing a temporal smoothing after a rejection procedure
(Ragusa et al., 2018a), in this paper we point out
that the exploitation of an object detector is key to
obtaining reasonable performance in the recognition
of points of interest. To study the role of objects in
the recognition of points of interest, we extended the
UNICT-VEDI dataset with bounding box annotation
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Figure 1: Example of recognition of points of interest from egocentric video and its use for summarization and recommenda-
tion.

indicating the location of the points of interest in the
image frames. The dataset, along with the new an-
notation, is publicy available for research purposes at
the link: http://iplab.dmi.unict.it/VEDI POIs/.

We compare two main approaches to detect points
of interest. The first one is based on scene recognition
and consists in analyzing the whole frame trough the
method proposed in (Ragusa et al., 2018a), whereas
the second one employs a YOLO object detector to
recognize points of interest and a selection procedure
to determine the currently observed one when more
points of interest are in the scene at the same time
(Redmon and Farhadi, 2018). The results show the
clear advantages of using an object detector when
the points of interest to be recognized are elements
which occupy only part of the frame (e.g. paintings,
statues, etc.), whereas scene-based recognition works
best when the points of interest represent environ-
ments rather than objects. The contributions of this
work are the following:
• The observation of the dual nature of point of in-

terest in a cultural site, which include objects and
environments;

• The extension of the UNICT-VEDI dataset with
bounding box annotations;

• A comparison of approaches based on whole
scene processing whith respect to object detection
to recognize points of interest in cultural sites.
The rest of the paper is organized as follows. We

discuss the related work in Section 2. The details
of the extension of the UNICT-VEDI dataset are re-
ported in Section 3. The two main approaches used in
this work are discussed in Section 4. The experimen-
tal settings and the results are presented in Section 5.
We give the conclusion and discuss future works in
Section 6.

2 RELATED WORK

Augmented Cultural Experience Many previous
works investigated the use of Computer Vision to im-
prove visitor experience in cultural sites. The authors
of (Ragusa et al., 2018a; Ragusa et al., 2018b) per-
formed room-based localization in a museum to an-
alyze the visitors’ behaviour with the aim to build
systems able to provide services for the users (e.g.
recommend what to see next, generate video mem-
ories of the visit), as well as to produce information
useful for the manager of the cultural site (e.g. pro-
duce statistics of the behaviour of the visitors in the
cultural site). Similar topics have also been stud-
ied in (Kuflik et al., 2012). Past works investigated
the use of systems based on Computer Vision and
wearable devices (Cucchiara and Del Bimbo, 2014)
to perform object classification and artwork recogni-
tion (Taverriti et al., 2016) (Seidenari et al., 2017).



These solutions are useful to improve the visit and
to assist tourists through an augmented audio-guide
(Portaz et al., 2017) and to build context aware appli-
cations (Colace et al., 2014). The authors of (Gallo
et al., 2017) analyzed georeferenced images available
on social media to obtain detailed information of the
visitors behavoiur. In (Signorello et al., 2015) it is
proposed to explore the fruition of protected natural
sites starting from multimodal navigation of multi-
media contents. The work of (Razavian et al., 2014)
employed a system for automatic detection of visual
attention and identification of salient items in muse-
ums and auctions. The study in (Stock et al., 2007)
explored the use of novel techonologies for physical
museum visits inside the project “Personal Experi-
ence with Active Cultural Heritage” (PEACH). The
authors of (Raptis et al., 2005) reviewed mobile ap-
plications used in museums focusing on the notion of
context and its constituent dimensions.

Localization of Visitors Localization is one of the
desiderable component of an assistive system for cul-
tural sites. To assist the visitors, the users’ position
can be estimated using GPS in outdoor environments
and images in indoor environments. The additional
information to be provided to the user can be given in
the form of audio guides, illustrative panels, or holo-
grams in the case of augmented reality. The authors
of (Weyand et al., 2016) geolocalized photos cap-
tured by tourists by training their model (PlaNet) on
millions of geotagged images. NavCog (Ahmetovic
et al., 2016) is a smarphone navigation system capable
of assisting the users in complex indoor and outdoor
environments using bluetooth low energy (BLE) bea-
cons. The authors of (Alahi et al., 2015) proposed a
novel representation of wireless data (emitted by cell
phones) embedded in the images to perform localiza-
tion. The authors of (Ragusa et al., 2018a) consid-
ered the problem of localizing visitors in a cultural
sites from egocentric images to assist the user during
his visit and to provide behavioral information to the
manager of the cultural site.

Object Detection and Recognition Different
works investigated how to detect and recognize
objects to describe an image, localize the objects
in the scene to enable a robot to assist a person
who suffers from some disorder, and to perform
tracking of a specific object. The authors of (Girshick
et al., 2014) and (Sermanet et al., 2014) proposed
deep model based for object recognition. Some
approaches classify image patches extracted from
region proposals (Girshick et al., 2014; Girshick,
2015; He et al., 2014), whereas others classify a

Figure 2: Some examples of points of interest: paintings,
environments, statues and more. Note that the exhibited
variability makes recognition hard.

fixed set of evenly spaced square windows (Sermanet
et al., 2014). The authors of (Szegedy et al., 2014)
introduced the ideas of prior box and region proposal
network. As an evolution of (Girshick, 2015), the
authors of (Ren et al., 2015) replaced the heuristic
region proposal with RPN (Region Proposal Net-
work) inspired by MultiBox (Szegedy et al., 2014).
The authors of (Liu et al., 2016) leveraged RPN,
to directly classify objects inside each prior box.
(He et al., 2017) extended FasterRCNN by adding
a branch for predicting class-specific object masks,
in parallel with the existing bounding box regressor
and object classifier. The last version of YOLO
(Redmon and Farhadi, 2018), which is considered a
state-of-the-art real-time object detector, uses a novel
multi-scale training method and, following (Redmon
and Farhadi, 2016), proposes a technique to jointly
train on object detection and classification. A recent
work on optimization methods to train deep networks
for object detection and segmentation is reported in
(Wu and He, 2018). The approach proposed in (Law
and Deng, 2018) detects an object bounding box as
a pair of keypoints (top-left corner and bottom-right
corner) using a single CNN. An improvement to
bounding box localization has been proposed in
(Jiang et al., 2018) where IoU-Net is introduced. The
authors of (Koniusz et al., 2018) proposed a new
dataset (OpenMIC) that contains photos captured in
10 distrinct exhibition spaces of several museums
and explored the problem of artwork identification.
To the best of our knowledge object detection and
recognition in the context of cultural sites has been
less investigated. This is probably due to the absence
of large datasets in this context.
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Figure 3: The figure shows the constraints of using fixed
cameras to infer the attention of the visitors, such as ambi-
guity on what the users see (on the left) and missing objects
falling out of the scene (on the right).

3 EXTENSION OF THE
UNICT-VEDI DATASET

We extended the UNICT-VEDI dataset proposed in
(Ragusa et al., 2018a) annotating with bounding
boxes the presence of 57 different points of interest in
a subset of the frames of the dataset. We only consid-
ered data acquired using the head-mounted Microsoft
HoloLens device. The UNICT-VEDI dataset com-
prises a set of training videos (at least one per point
of interest), plus 7 test videos acquired by subjects
visiting a cultural site. Each video of the dataset has
been temporally labeled to indicate the environment
in which the visitor is moving (9 different environ-
ments are labeled) and the point of interest observed
by the visitor (57 points of interest have been labeled).
For each of the 57 points of interest included in the
UNICT-VEDI dataset, we annotated approximately
1,000 frames from the provided training videos, for
a total of 54,248 frames. Figure 4 shows some exam-
ples of the 57 points of interest annotated with bound-
ing boxes. The test videos have been sub-sampled
at 1 frame per second and annotated with bounding
boxes. Table 1 (third column) compares the number
of frames annotated with bounding boxes for each test
video with respect to the total numbers of frames (sec-
ond column). A frame is labeled as “negative” if it
does not contain any of the points of interest. Fig-
ure 5 shows the number of “negative” and “positive”
frames belonging to the 57 points of interest for each
test video. The number of “negative” frames demon-
strates that the user often looks at something that is
not a point of interest and therefore it is important
to correctly reject these frames during the recognition
procedure.

4 METHODS

Recognizing the points of interest observed by
visitors in a cultural site is the natural next step af-
ter visitor localization (Ragusa et al., 2018a). To this

Table 1: Total number of frames (second column) and num-
ber of frames annotated with bounding boxes for each test
video (third column) of the UNICT-VEDI dataset.

Name #frames # frames with b box
Test1 14404 444
Test2 7203 220
Test3 41706 929
Test4 22530 767
Test5 28195 786
Test6 7202 231
Test7 9923 296
Total 131163 3673

aim, methods are required to predict, for each input
frame, the point of interest observed by the user or
the occurence of the “negative” class to be rejected.
We compare two approaches to recognize points of
interest. The first approach implements the method
proposed in (Ragusa et al., 2018a) for egocentric visi-
tor localization based on a Convolutional Neural Net-
work. It consists of a pipeline composed by three
main steps: Discrimination, Rejection and Sequential
Modelling. It is worth to note that, with this approach,
frames are directly processed using a VGG 16 CNN
and no object detection is explicitly performed. The
output of this pipeline is a temporal segmentation of
the input egocentric video where each segment rep-
resents one of the “positive” classes (one of the 57
points of interest) or the “negative” one. We consider
three different variants of this approach which are de-
tailed in the following.

57-POI: is the state-of-the-art method proposed in
(Ragusa et al., 2018a). The discrimination component
of the method is trained to discriminate between the
57 points of interest. No “negative” frames are used
for training. The rejection of negatives is performed
by the rejection component of (Ragusa et al., 2018a);

57-POI-N: is similar to the 57-POI method, with
the addition of a negative class. The discriminator
component of the method in (Ragusa et al., 2018a)
is trained to discriminate between 57 points of inter-
est plus the “negative” class. In this case, negative
frames are explicitly used for training. The rejection
component of (Ragusa et al., 2018a) is further used to
detect and reject more negatives;

9-Classifiers: nine context-specific instances of the
method in (Ragusa et al., 2018a) are trained to recog-
nize the points of interest related to the nine different
contexts of the UNICT-VEDI dataset (i.e., one clas-
sifier per context). Similarly to 57-POI, no negatives
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Figure 4: Sample frames with bounding box annotations related to the the 57 points of interest of the UNICT-VEDI dataset.
Note that the annotations of some points of interest occupy the whole frame.
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Figure 5: Number of “positive” frames belonging to the 57 points of interest compared to the number of “negative” frames
(i.e., frames where there are not points of interest).



Table 2: Mean Average Precision (mAP) of YOLOv3 on the 7 test videos (2nd column). AP scores are reported for some
points of interest (POI) where the proposed method obtains high performances (3rd - 6th columns) and low performances (7th
- 10th columns). The last row shows the average of the mAP scores across the test videos. See Figure 4 for visual examples
of the considered points of interest.

High performance (AP) on POI x.y Low performance (AP) on POI x.y
mAP 4.2 5.5 5.10 6.2 2.1 2.2 3.9 3.11

Test1 35.04% 49.06% / / 100.00% 0.00% 55.81% 12.50% 78.00%
Test2 40.95% 55.41% / / / 56.25% / 11.96% /
Test3 47.01% 75.29% 100.00% 81.82% 79.67% 24.62% 12.50% 2.86% 25.74%
Test4 44.60% 66.33% 100.00% 71.43% / 19.44% 40.08% 12.33% 22.33%
Test5 45.92% 64.29% 100.00% / 94.74% 80.52% 0.00% 0.00% 10.17%
Test6 24.85% / / / / 27.47% 6.67% 14.29% 23.64%
Test7 28.84% / / 91.67% / 0.00% 63.21% 12.12% 8.75%

AVG (m)AP 38.17% 62.08% 100.00% 81.64% 91.47% 29.76% 29.71% 9.44% 28.11%

are used for training.
The second approach we consider in our study is

based on an object detector as described in the follow-
ing.

Object-based: A YOLOv3 object detector is used
to perform the detection and recognition of each of
the 57 points of interest. At test time, YOLOv3 re-
turns the coordinates of a set of bounding boxes with
the related class scores for each frame. If no bounding
box has been predicted in a given frame, we reject the
frame and assign it to the “negative” class. If multi-
ple bounding boxes are found in a specific frame, we
choose the bounding box with the highest class-score
and assign its class to the frame. We have chosen
the YOLOv3 object detector (Redmon and Farhadi,
2018) because it is a state-of-the-art real-time object
detector.

5 EXPERIMENTS AND RESULTS

Table 2 reports the mean average precision (mAP)
of YOLOv3 trained on the considered dataset and
tested on the labeled frames of the 7 test videos (2nd
column). By default, YOLO only displays objects
detected with a confidence score of 0.25 or higher.
We performed a validation procedure to optimize this
parameter testing the model on the validation video
“Test5” using 8 different threshold values (0.05, 0.1,
0.15, 0.2, 0.25, 0.3, 0.35, 0.4) . We found the best
value to be 0.35 for which we obtain a F1-score of
0.6751. Table 2 also reports the AP scores of some
points of interest on which the proposed method ob-
tains the highest performance (3rd - 6th columns) and
the lowest performance (7th - 10th columns). The last
row shows the average of the (m)AP scores across the
test videos. As can be noted from Table 2, detecting

points of interest is challenging in some cases. In par-
ticular, the detector achieves good results for points of
interests which represent objects occupying a delim-
ited part of the frame (e.g. see the point of interest 5.5
in Figure 4). On the countrary, most of the points of
interest where the proposed method has low perfor-
mance are environments (see for instance the point of
interest 3.9 in Figure 4). Table 3 reports the AP values
obtained for each class in the 7 test videos. The last
row shows the average of the (m)AP scores for each
test video.

To properly compare the approaches described in
Section 4 we use the F1 score defined as follows:

F1 = 2 · precision · recall
precision+ recall

(1)

where precision and recall evaluate the proportion of
frames in which points of interest have been correctly
detected.

Table 4 compares the three temporal approaches
57-POI, 57-POI-N, 9-Classifiers with respect to the
approach based on object detection. The second col-
umn of Table 4 (Discrimination) aims at assessing the
abilities of the methods to discriminate among points
of interest, in the absence of negatives. In this step,
negative frames have been excluded for the evalua-
tion. The rejection step is reported in the third column
and includes negative frames for the evaluation. The
last column represents the sequential modeling step
of (Ragusa et al., 2018a), where temporal smoothing
is applied. This evaluation was performed excluding
the “Test5” video which was used for parameter vali-
dation purposes.

Among the methods based on (Ragusa et al.,
2018a), the one named “9-Classifiers” achieves the
best performance in the rejection (F1-score of 0.64)
and sequential modeling steps (F1-score of 0.66).
This highlights the advantages of training separate
classifiers for each environment. Only minor im-
provements are obtained using negatives for training



Table 3: Mean Average Precision (mAP) of YOLOv3 on the 7 test videos. AP scores are reported for each point of interest
(POI) using a threshold of 0.35.

Class Test1 Test2 Test3 Test4 Test5 Test6 Test7 AVG
1.1 Ingresso 73,61% 40,00% 27,27% 53,85% 0,00% 37,50% 35,29% 38,22%
2.1 RampaS.Nicola 0,00% 56,25% 24,62% 19,44% 80,52% 27,47% 0,00% 29,76%
2.2 RampaS.Benedetto 55,81% / 12,50% 40,08% 0,00% 6,67% 63,21% 29,71%
3.1 SimboloTreBiglie 0,00% / 0,00% 0,00% 66,67% 0,00% 0,00% 11,11%
3.2 ChiostroLevante 0,00% / 0,00% 0,00% 35,14% 0,00% 0,00% 5,86%
3.3 Plastico / / / / 50,00% / / 50,00%
3.4 Affresco 0,00% / 22,73% 6,12% 36,84% 18,46% 0,00% 14,03%
3.5 Fin. ChiostroLev. 0,00% 0,00% / 0,00% 0,00% / / 0,00%
3.6 PortaCorodiNotte 8,89% 16,67% 15,91% 15,79% 7,50% 15,91% 35,90% 16,65%
3.7 TracciaPortone 0,00% / / 27,27% 50,00% 57,14% 14,29% 29,74%
3.8 StanzaAbate / / / / / / / /
3.9 Corr.DiLevante 12,50% 11,96% 2,86% 12,33% 0,00% 14,29% 12,12% 9,44%
3.10 Corr.CorodiNotte 58,93% 55,32% 61,08% 59,46% 35,77% 72,29% 64,58% 58,20%
3.11 Corr.Orologio 78,00% / 25,74% 22,33% 10,17% 23,64% 8,75% 28,11%
4.1 Quadro 80,65% 80,00% 47,62% 46,15% 66,67% / / 64,22%
4.2 Pav.OriginaleA. 49,06% 55,41% 75,29% 66,33% 64,29% / / 62,08%
4.3 BalconeChiesa 40,91% 52,94% 61,82% / 65,38% / / 55,26%
5.1 PortaAulaS.Mazz. 55,41% / 29,07% 36,36% 20,00% / / 35,21%
5.2 PortaIngr.MuseoF. 0,00% / 33,33% 36,67% 62,50% / / 33,13%
5.3 PortaAntirefettorio 0,00% / 40,91% 9,09% 0,00% / / 12,50%
5.4 PortaIng.Ref.Pic. 0,00% / 66,67% / / / / 33,34%
5.5 Cupola / / 100,00% 100,00% 100,00% / / 100,00%
5.6 AperturaPav. 88,89% / 100,00% 50,00% / / / 79,63%
5.7 S.Agata 100,00% / 45,83% 50,00% 88,89% / / 71,18%
5.8 S.Scolastica 0,00% / 25,00% 88,89% 97,62% / / 52,88%
5.9 ArcoconFirma / / 79,69% 100,00% 50,00% / 49,16% 69,71%
5.10 BustoVaccarini / / 81,82% 71,43% / / 91,67% 81,64%
6.1 QuadroS.Mazz. 90,00% / 76,92% / 92,31% / / 86,41%
6.2 Affresco 100,00% / 79,67% / 94,74% / / 91,47%
6.3 Pav.Originale 56,00% / 55,56% / 54,55% / / 55,37%
6.4 Pav.Restaurato 13,33% / 4,17% / 0,00% / / 5,83%
6.5 Bass.Mancanti 13,64% / 42,01% / 11,11% / / 22,25%
6.6 LavamaniSx 71,43% / 38,89% / 0,00% / / 36,77%
6.7 LavamaniDx 0,00% / 38,89% / 54,44% / / 31,11%
6.8 TavoloRelatori 0,00% / 62,02% / 0,00% / / 20,67%
6.9 Poltrone 39,25% / 15,54% / 25,00% / / 26,60%
7.1 Edicola / / 73,73% 53,85% 65,31% / / 64,30%
7.2 PavimentoA / / 7,84% 0,00% 15,38% / / 7,74%
7.3 PavimentoB / / 0,00% 0,00% 37,50% / / 12,50%
7.4 Passaviv.Pav.O. / / 53,57% 49,12% 43,59% / / 48,76%
7.5 AperturaPav. / / 28,57% 40,62% 44,74% / / 37,98%
7.6 Scala / / 70,00% / 60,00% / / 65,00%
7.7 SalaMetereologica / / 70,37% 86,21% 26,67% / / 61,08%
8.1 Doccione / / 23,53% 33,33% 42,59% / / 33,15%
8.2 VanoRacc.Cenere / / 87,50% / 100,00% / / 93,75%
8.3 SalaRossa / / 42,50% 45,24% 61,54% / / 49,76%
8.4 ScalaCucina / / 61,25% 42,11% 50,76% / / 51,37%
8.5 CucinaProvv. / / / 73,33% 82,61% / / 77,97%
8.6 Ghiacciaia / / 100,00% / 66,67% / / 83,34%
8.7 Latrina / / / 100,00% 50,00% / / 75,00%
8.8 OssaeScarti / / 68,33% 54,55% 63,16% / / 62,01%
8.9 Pozzo / / 80,00% 52,08% 85,71% / / 72,60%
8.10 Cisterna / / 13,89% 53,32% 25,00% / / 30,74%
8.11 BustoPietroT. / / 67,78% 70,59% 100,00% / / 79,46%
9.1 NicchiaePavimento / / 45,83% 31,94% 0,00% / / 25,92%
9.2 TraccePalestra / / 62,50% 70,59% 92,31% / / 75,13%
9.3 PergolatoNovizi / / / 60,05% 0,00% / / 30,03%
(m)AP 35,04% 40,95% 47,01% 44,60% 45,92% 24,85% 28,84% 38,17%



Table 4: Comparison of the three scene-based approaches
and the proposed object-based approach using YOLOv3.

Discr. Reject. Seq. Modeling
57-POI 0.67 0.55 0.59

57-POI-N 0.53 0.56 0.62
9-Classifiers 0.61 0.64 0.66

Object-Based 0.78 0.68 /

(compare 57-POI with 57-POI-N in Table 4). Con-
sidering only the positive frames in the Discrimina-
tion phase (first column), the object-based method
is the best at discriminating the 57 points of inter-
est (F1 score of 0.78). Analysing the results obtained
in the other steps (considering the “negative” frames)
the performance obtained by the proposed method is
better than the one obtained by the 9-Classifiers ap-
proach. Furthermore, the object-based method does
not employ any temporal smoothing and the latter
is very complex computationally, requiring the opti-
mization of several models in the training phase. It
should be noted that, in principle, the results of the
object-based method could be further improved intro-
ducing some temporal smoothing mechanism, as well
as a context-specific approach and rejection mecha-
nism.

We note that most of the improvement of the
object-based method is obtained for objects which oc-
cupy only part of the frame, whereas most errors are
related to points of interest which occupy the whole
frame (e.g. points of interest which represent envi-
ronments). Figure 6 compares some failure cases for
both 9-Classifier and object-based method. The fail-
ure cases of the 9-Classifiers are represented by the
points of interest which occupy a part of the frame and
in the same frames the object-based method predicts
the correct point of interest (first and second row). In-
stead, the failure cases of the object-based method are
represented by the points of interest which occupy the
whole frame. In this case, the 9-Classifiers method
predicts the correct labels (third and fourth row). This
observation is highlighted in Table 5 and in Table 6.
Specifically, Table 5 shows the results after removing
points of interest such as “Ingresso” and “Sala Me-
tereologica” which represent environments. The best
performance in this case is obtained with the object
detection both in the Discrimination phase (F1 score
of 0.82) and the in Rejection phase (F1-score of 0.70),
which outperforms the Sequential Modeling results of
the other temporal methods. Table 6 shows the results
after removing points of interest which represent ob-
jects (e.g. “Quadro”, “Cupola”, etc.). In this case, the
best perfomance is obtained by the temporal method
“9-Classifiers’ in the Sequential Modeling phase (F1
score of 0.71).

Table 5: Comparison of the three temporal approaches and
removing points of interest representing environments.

Discr. Reject. Seq. Modeling
57-POI 0.68 0.55 0.58

57-POI-N 0.52 0.56 0.61
9-Classifiers 0.60 0.64 0.66

Object-Based 0.82 0.70 /

Table 6: Comparison of the three temporal approaches and
the proposed object-based approach after removing points
of interest representing objects.

Discr. Reject. Seq. Modeling
57-POI 0.62 0.55 0.64

57-POI-N 0.55 0.57 0.66
9-Classifiers 0.65 0.66 0.71

Object-Based 0.58 0.56 /

Table 7 reports the performances for some points
of interest which represent objects (2nd - 6th
columns), where the best results are obtained with
the objects-based method. The scores reported in Ta-
ble 7 are related to the sequential modeling step for
the 3 approaches based on (Ragusa et al., 2018a),
and to the negative rejection step for the object-based
method. Columns 7 - 11 of Table 7 show some
points of interest which represent environments. In
this case, the best performance is obtained using “9-
Classifiers” and the worst performance is obtained us-
ing the object-based method. Table 8 reports the per-
formances of the all methods for all the 57 points of
interest. The table highlights the complementarity of
the 9-Classifiers and object-based methods. To show
which performance could be, in principle, obtained
combining the different approaches, the last column
of Table 8 reports the maximum value for each row.
Such combination would obtain a mean F1 score of
0.75.

In sum, the approach based on object detection
allows to obtain results similar to the 9-Classifiers
approach (see Section 4) at a smaller computational
cost. Moreover, the results of the two methods
are in some cases complementary, which suggest
that further improvements can be achieved combin-
ing the two methodologies. A video demo of the
object-based approach is publicy available at this link:
http://iplab.dmi.unict.it/VEDI POIs/ for a qualitative
analysis of the object detection based method.

6 CONCLUSION

We have investigated the problem of detecting and
recognizing points of interest in cultural sites. Start-
ing from the observation that a point of interest in a



Table 7: Comparison of the three temporal approaches and YOLO considering some points of interest (POI) which represent
objects (2nd - 6th columns) and environments (7th - 11th columns).

Objects Environments
Point of Interest 4.2 5.1 5.3 5.4 8.10 2.1 3.9 3.11 7.7 8.3

57-POI 0.44 0.46 0.00 0.00 0.13 0.58 0.60 0.67 0.76 0.73
57-POI-N 0.64 0.59 0.00 0.00 0.00 0.57 0.49 0.67 0.75 0.81

9-Classifiers 0.46 0.48 0.40 0.00 0.00 0.64 0.81 0.81 0.98 0.84
Object-Based 0.69 0.75 0.79 0.86 0.44 0.47 0.23 0.44 0.82 0.57

9-Classifiers Object-Based

Negative

Negative3.9_CorridoiodiLevante

3.11_CorridoioOrologio Negative

Negative

Figure 6: Comparison of the failure cases for both 9-Classifiers and object-based methods. The failure cases of the 9-
Classifiers are mainly points of interest which occupy a part of the frame (first and second row). Instead, the failure cases of
the object-based method are due to points of interest which occupy the whole frame (third and fourth row).



Table 8: Comparison of the three temporal approaches and object-based method considering the 57 points of interest. Best
results are in bold number.

Class 57-POI 57-POI-N 9-Classifiers object-based Per-row Max
1.1 Ingresso 0.70 0,68 0.68 0,50 0,70
2.1 RampaS.Nicola 0,58 0,57 0.64 0,47 0,64
2.2 RampaS.Benedetto 0,29 0,28 0.55 0,54 0,55
3.1 SimboloTreBiglie 0,00 0,00 0,00 0,00 0,00
3.2 ChiostroLevante / / / / /
3.3 Plastico / / / / /
3.4 Affresco 0,48 0,49 0.50 0,45 0,50
3.5 Finestra ChiostroLevante 0,00 0,00 0,00 0.02 0,02
3.6 PortaCorodiNotte 0,73 0,70 0.76 0,64 0,76
3.7 TracciaPortone 0,00 0,00 0.93 0,80 0,93
3.8 StanzaAbate / / / / /
3.9 CorridoioDiLevante 0,60 0,49 0.81 0,23 0,81
3.10 CorridoioCorodiNotte 0,76 0,88 0.92 0,78 0,92
3.11 CorridoioOrologio 0,67 0,67 0.81 0,44 0,81
4.1 Quadro 0,91 0,92 0,79 0,92 0,92
4.2 PavimentoOriginaleAltare 0,44 0,64 0,46 0.69 0,69
4.3 BalconeChiesa 0.87 0,82 0,86 0,68 0,87
5.1 PortaAulaS.Mazzarino 0,46 0,59 0,48 0.75 0,75
5.2 PortaIngressoMuseoFabbrica 0,37 0,42 0.91 0,53 0,91
5.3 PortaAntirefettorio 0,00 0,00 0,40 0.79 0,79
5.4 PortaIngressoRef.Piccolo 0,00 0,00 0,00 0.86 0,86
5.5 Cupola 0,91 0,49 0,87 0.99 0,99
5.6 AperturaPavimento 0,95 0,94 0,94 0.97 0,97
5.7 S.Agata 0,97 0,97 0,97 1.00 1,00
5.8 S.Scolastica 0,96 0.99 0,85 0,92 0,99
5.9 ArcoconFirma 0,72 0.83 0,77 0,77 0,83
5.10 BustoVaccarini 0,87 0.94 0,88 0,90 0,94
6.1 QuadroSantoMazzarino 0.96 0,81 0,68 0,81 0,96
6.2 Affresco 0,89 0,89 0,96 0.97 0,97
6.3 PavimentoOriginale 0,92 0,89 0,96 0.98 0,98
6.4 PavimentoRestaurato 0,48 0,60 0.74 0,33 0,74
6.5 BassorilieviMancanti 0,77 0,61 0.88 0,77 0,88
6.6 LavamaniSx 0,82 0,81 0.99 0,97 0,99
6.7 LavamaniDx 0,00 0,00 0.98 0,95 0,98
6.8 TavoloRelatori 0.88 0,69 / 0,75 0,88
6.9 Poltrone 0,56 0.87 0,47 0,28 0,87
7.1 Edicola 0,70 0,77 0.86 0,85 0,86
7.2 PavimentoA 0,00 0,00 0,42 0.58 0,58
7.3 PavimentoB 0,00 0,00 0,00 0.29 0,29
7.4 PassavivandePavimentoOriginale 0,57 0,58 0,68 0.80 0,80
7.5 AperturaPavimento 0.83 0,82 0,80 0,73 0,83
7.6 Scala 0,59 0,68 0,86 0.91 0,91
7.7 SalaMetereologica 0,76 0,75 0.98 0,82 0,98
8.1 Doccione 0,79 0,80 0.86 0,72 0,86
8.2 VanoRaccoltaCenere 0,35 0,40 0.47 0,44 0,47
8.3 SalaRossa 0,73 0,81 0.84 0,57 0,84
8.4 ScalaCucina 0,68 0.72 0,60 0,62 0,72
8.5 CucinaProvv. 0,66 0,62 0,81 0.83 0,83
8.6 Ghiacciaia 0,43 0.95 0,69 0,40 0,95
8.7 Latrina 0,98 0,98 0.99 0,75 0,99
8.8 OssaeScarti 0,64 0.77 0,72 0,69 0,77
8.9 Pozzo 0,41 0,90 0.94 0,87 0,94
8.10 Cisterna 0,13 0,00 0,00 0.44 0,44
8.11 BustoPietroTacchini 0,95 0,97 0.99 0,85 0,99
9.1 NicchiaePavimento 0,73 0,75 0.95 0,65 0,95
9.2 TraccePalestra 0,79 0.91 0,28 0,88 0,91
9.3 PergolatoNovizi 0.75 0,69 / 0,72 0,75
Negatives 0,46 0.62 0,60 0,55 0,62
mF1 0.59 0.62 0.66 0.68 0.75



cultural site can be either an environment or an object,
we compared two different approaches to tackle the
problem. The first approach is based on the process-
ing of the whole frame, while the second one exploits
an object detector to recognize points of interest in the
scene. To carry out the experimental analysis, we aug-
mented the UNICT-VEDI dataset by annotating with
bounding boxes the position of 57 points of interest
in several training and test frames. Experiments show
that the two methods achieve complementary perfor-
mance, which suggests that more improvement can be
obtained by combining the two approaches. Future
works will focus on integrating the two approaches to
improve point of interest recognition results.
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