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The use of PRNU-based techniques for Source Camera Identification is a de-facto standard for photo. Digital videos presents an increasing difficulties caused in first place by the effects of digital video stabilization process and the different encoding formats.

In the recent years several papers shown some weakness of the PNU in particular related to the digital video stabilization process (Taspinar 2016) and the uses of different encoding formats, in articular when speaking of the most recent formats like AV1 and H.265 (Bruno 2018, Bruno 2019).

In the field of digital photography we are investigating the effects on PNU of the images elaborated by AI chipset and/or obtained by combining images from multiple sensors in common new generation smartphones like iPhone X and Samsung 9.
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X-ray Photoelectron Spectroscopy (XPS) has been extensively used to characterize the surface chemistry of materials. It plays a unique role in giving access to qualitative and quantitative information and the presence of chemical functional groups on the surface of any material (Van der Heide, 2011).

Current forensic methods for detecting and identifying the elements and compounds are mostly destructive, so evidence cannot be re-analyzed. However, XPS allows for rapid analysis without any destruction of samples. Recently, more and more forensic researchers have begun to examine specific chemical information in fingermarks. Human fingermarks have been one of the most powerful types of forensic evidence available because they are often left at a crime scene after a suspect has touched a surface (Wei et al., 2016).

In this study, the authors aimed to present the applicability and strength of XPS imaging in fingermark analysis. Due to the powerful feature of imaging XPS, scientists could achieve the information of both organic compounds and metallic compounds of any sample. XPS imaging can provide spatially specific information on fingermark chemical composition. A simple discussion was made on how the scanned survey spectra and elemental snapshot spectra were used for the identification of different components on a fingermark of a scanned surface area. At the end of the analysis; a fingermark pattern contaminated with caffeine, TiO$_2$ and PbO could be chemically mapped and imaged by using XPS (Figure 1).

In the detection of specific components in fingermarks, there is still a gap between forensic research in the lab and forensic practice at a crime scene. Therefore, in future, more efforts should be made on latent fingerprints using rapid chemical imaging since there has been a great demand on this research area.

![Figure 1. Chemical imaging of fingermark by XPS using PCA](image)
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Iris recognition is one of the most reliable and accurate biometric identification system that uses statistical analysis of the iris image features. The accuracy of the system strongly depends on segmentation process and encoding schemes. The convolutional neural networks have been proven to be very sensitive to noise and result even in miss-classification. We have added artificial noises to the iris database for measuring accuracy of the system under non-cooperative conditions with our state-of-art segmentation and encoding algorithms. We conclude that our algorithms performed better than the classical segmentation and encoding algorithms in terms of accuracy. We have also tested our algorithms by changing the radial and angular resolution that effects the accuracy and equal error rate of resized images as well as adding artificial noises. For the resized images, the well-known techniques of encoding and segmentation were also tested. We have used deep learning techniques with two different architectures and implement them on iris images with and without noises. We get the accuracy results as 96.9% and 87.8% with respect to non-noisy and noisy iris images.
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We describe the ongoing Smart Elevator project between Tallinn University of Technology and the KONE company. Project includes user detection and identification by face recognition technologies, 3D cameras and RFID readers, as well the possibility for the voice control and dialogue. The problems of physical installation, realization of the ROS/Linux based data architecture including local and remote person identification databases, distribution of the computing power, implementing of local/remote control loops and the aspects of the personal data security will be discussed.

For face recognition we use a rather standard pipeline containing of the face detection, feature extraction, grouping (30 photos per person) and person identification from comparison with a local database. The software is based on C++ Dlib toolkit (King, 2009) and on the very deep convolutional neural network ResNet-34 model (He, 2016) trained on dataset of about 3 million faces. Accuracy up to 98% was observed in our preliminary tests.
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1. Introduction

The classification of facial emotional expressions has been an active research area since the Facial Action Coding system (FACS) proposed by Ekman (Ekman, 1978). FACS operates with so-called Action Units (AU), combinations of which can describe any facial expression of a human face.

A smile, as one of the basic emotional states have studied by psychologists for a long time. One of the known researchers from mid-nineteenth century Guillaume Duchenne claimed that so-called genuine smiles are characterized by the presence of AU6 and in the posed smiles it couldn’t be controlled voluntarily (Duchenne, 1990). However, later Ekman calculated that only 10% people can fake the enjoyment of a smile and initiate the element AU6 spontaneously, thus having the ability to fake a smile or to produce the posed smile. Several researchers reported observing high proportions of posed smiles that fit the Duchenne smile criteria.

In terms of dynamics, smiles can be composed of three non-overlapping phases; the onset (neutral to expressive), apex, and offset (expressive to neutral), respectively. Previous studies have reported differences in duration for the various phases of genuine and deliberate expressions (Dibeklioğlu, 2015). In that work authors calculated maximum and mean amplitude, speed, acceleration, duration, etc. of eyelid, cheek, and lip corner movements to find the difference between genuine and posed smiles. However, many of these features correlated with each other and are difficult to explain from a psychological point of view. In this paper, we will perform an analysis of the temporal characteristics of two smiles types by the lip corner displacement calculation, and perform their classification with the use of well-known k-nearest neighbors algorithm (k-NN) based on a person’s intensity of face Action Units, which describe the physiological dynamics of a human smile.

The analysis is performed with FaceAnalyzer Platform (FAP) (Assanovich, 2017) that implements recognition of human biometric data, elements of his emotions by capturing images and video, features extraction and data processing. FAP uses the OpenFace toolkit that perform 68 Facial Landmark detection and tracking with the help of pre-trained models based on Conditional Local Neural Fields (CLNF) (Baltrusaitis, 2016).

In this study we have used FAP and the UvA-NEMO Smile Database (Dibeklioğlu, 2015) to perform the classification of posed and genuine smiles with the use of k-nearest neighbors algorithm and the Smile-Index calculation applied for QoS evaluation. Also the calculation of so-called happiness threshold as an estimated weighted average considering the contribution of the intensity of each Action Unit in each frame over the whole Database with deliberate and spontaneous (posed and genuine) has been done.
2. Recognition of a Posed Smile from a Genuine

Despite the fact that OpenFace uses both 2D and 3D face elements representation, we chose a simpler 2D model for face tracking and defining the landmarks on it. By determining the lengths of the displacement vectors of the lips extreme points, Landmarks 48 and 54 in accordance with Baltrusaitis numbering (Baltrusaitis, 2016), it is possible to obtain a discrete time signal corresponding to the average displacement during the appearance of a smile. In our work we have performed the displacement normalization and obtained a modified formula for its average value that depends on the position of the analysed landmark at time instants \( t \) and \( t + 1 \) relative to the initial size of lips.

Smile database UvA-NEMO was prepared (Dibeklioğlu, 2015) to analyze the dynamics of genuine and posed smiles. The database consists of 1240 smiling videos with approximately the same ratio derived from 400 subjects (185 women and 215 men, in the age range of 8-76 years). Color videos at a rate of 50 frames per second were recorded at a resolution of \( 1920 \times 1080 \) pixels with controlled lighting. It is necessary to note that a number of subjects in the process of a smile were “shaking” their heads, which led to significant “jumps” in the calculated of the lips displacement value relative to the initial frame. To compensate this factor, in our study, a correction was made by the use of 2D rotation matrices similar to (Guo, 2018).

Using FAP and recorded data in csv file, we were able to capture the discrete signals corresponding to the state of a smile. Hence FAP allowed to calculate the intensity of the Action Units values, involved in the “smile creation” simultaneously with the visualization of the signal timing (see Fig.1).

To perform the classification, the timing smile signals were segmented into three phases: 1. Onset (neutral to expressive) phase; 2. Apex; and 3. Offset phase (expressive to neutral) describing the state of a smiling person's face, as it was described in the work (Guo, 2018). In each frame of analyzed smile, the intensities of the AU measurements were made, averaged over all frames, and a vector with nonzero intensity values \( X=[x_1 \ldots x_n] \) was formed for learning and classification purposes. The k-NN classification algorithm for the different values of \( k \) has been applied in the experimental setup.

The results showed that the classification error does not exceed 5% and weakly depends on the \( k \)-parameter. The improvement of the results is possible due by the increase in the dimension of the data vector with the use of the intensity averaging nonzero AUs in the intervals of three smile phases.

3. Smile-Index Calculation

Consider the application of service quality assessment and the Smile-Index (SI) calculation on the example of supermarkets. It is known that the more customers smile, the higher the quality of service is expected. Measuring the proportion of time during which customers smile at the point of contact, we get an indicator of customer-oriented staff, which is also an integral indicator of the quality of customer service. An example of such an indicator is the SI parameter, supported by the decision of Emotion Monitor (Emotion Monitor, 2019).

We can calculate the SI value as a ratio of time when customers are happy and neutral to the time of recording their emotions. Or in more detail we will consider the following time intervals: \( T_g \) (happy) - a period of time during which the level of happiness caused by genuine smile was greater than the value of some threshold \( Th \); \( T_n \) (neutral)- a period of time during which the level of happiness was less than the value of \( Th \), but greater than \( Th/4 \); \( T_{total} \) - the period of time for which the measured values of the level of happiness exist.

For managing the quality of customer service, not only the SI value is necessary, but also the thresholds themselves are important, because on the basis of them Smile-Index is calculated. Generally, to find the appropriate \( Th \) values and determine the dependence of threshold value on the positive emotions of a customer, the necessary statistics is required, which we have obtained from UvA-NEMO Smile database. Considering
that a spontaneous smile demonstrates true happiness, we selectively experimented with video recordings, containing spontaneous smiles. With assistance of FAP tool, we have performed preprocessing of selected video records with extracting the intensities of AU parameters for each frame. Using this data, we were able to calculate the desired happiness threshold as an estimated weighted average considering the contribution of the intensity of each action unit AU in each frame where they are present during the whole smile signal (see Fig.2). The results showed that the main contribution to the value of the weighted intensity (threshold) has been done by the following values of AU types: AU6, AU7, AU12, AU14.

The proposed approach to genuine and posed classification and calculation of Smile-Index and its components over time allow to control the quality of customers’ satisfaction with trade services without involving specialized equipment and personnel and optimize the structure of diversified companies working in the retail and services sector.
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--Fig.1 – Digital Face and its Action Units registration

--Fig.2 – Smile-Index and diagrams of its components
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Assessment of bruise age in forensic investigations is based on discoloration of human skin due to dynamical processes involving extravasated hemoglobin (Hb) and products of its biochemical decomposition. However, the current protocol relies on visual inspection and subjective assessment by an expert in forensic medicine. Many uncontrolled factors, such as intensity and spectrum of ambient light, skin thickness and pigmentation of the injured site, depth of blood spillage, thus contribute to limited accuracy of the assessed time of injury. We are aiming at development of a more objective approach by utilizing two noninvasive optical techniques: Diffuse reflectance spectroscopy (DRS) and pulsed photothermal radiometry (PPTR)(Verdel et al., 2019).

The study involves healthy human volunteers with bruises incurred accidentally at a known time point. Diffuse reflectance spectra in visible spectral range are obtained from visually uniform lesion sites using an integrating sphere. PPTR measurements involve irradiation with a millisecond laser pulse at 532 nm and recording of the resulting transient change of mid-infrared emission with a fast infrared camera (FLIR SC7500).

Our analyses clearly show a rapid and substantial increase of the Hb content in the dermis and reduction of its oxygenation level, resulting from blood extravasation. This is followed by a delayed rise of the bilirubin content. Parameters of an earlier proposed dynamical model of hemodynamics in a self-healing bruise (Randeberg et al., 2006) are then assessed by fitting the experimental data with predictions of a dedicated numerical simulation of light and heat transport in intact and bruised human skin (Verdel et al., 2019; Marin et al., 2018). The results correctly indicate, e.g., a rapid rise and subsequent decrease of the Hb decomposition rate as the inflammatory response subsides.
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Spoofing attacks have caused great concern to face authentication techniques, since an attacker can fool most systems by simply presenting a printed photo to the camera. Massive face information that are easily accessible from online social networks further exacerbate this threat (Li, 2014).

Among the methods that have been proposed as countermeasures, those using user’s response to a specially designed challenge to distinguish real persons from spoofed images (challenge-based methods) are usually very effective and has reasonable generalizability (Li, 2015; Owczarek, 2012; Wang, 2013). Their drawbacks, however, are also clear, given that these methods are usually user-intrusive and time-consuming. In addition, they can’t cope with replay video attacks (Ramachandra, 2017).

In this paper, we investigate one novel user-friendly challenge-based method that can resist both spoofing and replay attacks. By taking the displayed image as a challenge and its corneal reflection as the response, the anti-spoofing mechanism is automatically embedded within the normal face authentication process. We demonstrate, the effectiveness of the proposed method in resisting both 2D spoofing and replay attacks. We also carried out a possible 2.5D mask attack to such an eye-reflection mechanism to test its security. Given the success of such an attack, results reveal more profoundly the current difficulties in designing anti-spoofing methods thus highlighting possible future research directions.

References
Li, Yan, et al., 2014. "Understanding OSN-based facial disclosure against face authentication systems." Proceedings of the 9th ACM symposium on Information, computer and communications security. ACM.

Li, Yan, et al., 2015. "Seeing your face is not enough: An inertial sensor-based liveness detection for face authentication."Proceedings of the 22nd ACM SIGSAC Conference on Computer and Communications Security. ACM.
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Mummies are silent witnesses to ancient cultures and represent unique opportunities to shed light on health conditions, disease and cultural rites. As such, they merit preservation and accurate documentation. Computed Tomography (CT) scanning and structure from motion (SFM) photogrammetry offer complementary non-invasive, non-destructive imaging for 3D digital documentation. CT scanning is often used in mummy studies, enabling 3D documentation of both the internal and external aspects of the body. However, colour texture information is not acquired and the resolution of CT imagery is not adequate for recording fine skin details (e.g. tattoos, superficial lesions). SFM Photogrammetry offers high-resolution 3D colour texture models of the external aspect of mummies and related clothing/ artefactual evidence by means of overlapping 2D photographs. Here, we present the combined results of CT scanning and photogrammetry on the Llullaillaco child mummies. The frozen bodies of three children, ritually killed as part of the Inca capacocha rite 500 years ago, were discovered close to the summit of Volcán Llullaillaco, one of South America’s highest mountains (6739m) in 1999 (Wilson et al., 2013). Given their exceptional state of preservation, these frozen mummies are curated at a constant temperature of -20° Celsius. We present some of the challenges and sensitivities of working with such a unique assemblage and also highlight the potential utility of combining the data from the two modalities - both to help with conservation in monitoring the preservation of the mummies and with the potential use of 3D models for interpretation and understanding.
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Steps toward the development of an embedded system been capable to enhance the capabilities of a surveillance camera are described within the proposed paper. The hardware support for our solution is based on newly introduced Google Coral development board having as a prominent feature the on-board Edge TPU coprocessor, capable of execute state-of-the-art mobile vision models such as MobileNet v2 at 100+ FPS, in a power efficient manner (Google Coral Dev Board, 2019). The software part includes some deep learning-based modules for video analytics such as detection, classification and tracking objects, including people, using Faster-RCNN, YOLO and SSD DNN architectures. The system supports video equipment by any manufacturer by interfacing to it using RTSP/ONVIF connections.
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The authentication of printed material based on textures is a critical and challenging problem in many contexts: valuable documents, banknotes or rare collectible cards are often targets for forgery. This motivates the study of low-cost, fast and reliable approaches for documents authenticity analysis. The manufacturing process of paper involves the use of wood particles as a base; this process introduces random imperfections, which makes the paper sheet unique and allow to build a fingerprint. The translucent of the paper, is a visible representation of the random texture that have to be mathematically described in order to be employed in automatic processing. A fingerprint can be obtained by computing a Local Binary Pattern, more simple respect Gabor filter used in [1]. LBP guarantees high quality results in the presence of small differences due to input image variabilities. Computing LBP on an entire image means computing it for each pixel of the image. However, using this approach on the entire image produces an histogram where most of the spatial information is lost. Thus, the image can be divided into non-overlapping square patches and the fingerprint can been generate as the concatenation of the LBP histograms of every single patch. To authenticate a document is necessary that its fingerprint have been extracted previously and saved in a database. Given a test image, the authenticity test can be done through the differences on fingerprints, using a distance measure.
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In the last few years, Deep Learning (DL) models, Convolutional Neural Networks (CNNs) particularly, have shown impressive performances on computer vision related tasks such as Face Recognition (FR) (Wang, 2018). The power of these models leverages on their ability to extract, from face images, discriminative informations called deep features, which can then be used for identification. This capability is especially relevant for forensic purposes (Galea, 2017) and surveillance systems (Cheng, 2018) applications. Interestingly, it has been observed that the performance of DL models typically degrades when tested against low resolution images (Abdollahi, 2019), declining even more critically with images at very different resolutions, as it might be the case of the aforementioned applications. In our study we propose a new training procedure in order to teach a model to extract resolution-robust deep features. We tested our models against the face verification task, relevant to access control systems, and the face identification protocol, applicable to forensic usage and surveillance systems. In order to train the model we used the VGGFace2 dataset (Cao, 2018) while for the tests we adopted high resolution datasets such as IJB-B (Whitelam, 2017) and IJB-C (Maze, 2018) and low resolution surveillance datasets such as QMUL-SurvFace (Cheng, 2018). Moreover, in order to test the cross resolution performances of our models, we synthetized different resolution versions of the IJB-B/C dataset. According to our measurements, we observed that our models reached very high accuracy on high resolution images as well as on low and cross resolution scenarios.
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The explosion of a cartridge for firearm produces a heterogeneous population of Gunshot Residue (GSR) particles having varying chemical composition. GSR particles contain elements from the primer mixture, from the propellant charge, from the cartridge case, from the bullet and from the firearm. Finding GSR particles on a suspect frequently provides crucial information in criminal investigations in shooting cases. Scanning Electron Microscope equipped with an Energy Dispersive X-ray Spectrometer (SEM-EDS) is used worldwide to visualise micro-metric particles constituting GSR and to analyse their elemental composition. The ASTM Standard guide for gunshot residue analysis by scanning electron microscopy/energy dispersive X-ray spectroscopy refers that “particles characteristic of GSR (that is, most likely associated with the discharge of a gun) will have the following elemental composition: lead, antimony and barium” [1, 2].

Some innovative priming mixtures, called heavy metal free (HMF), produce residue composed of elements with atomic number lower than 21, urgently demanding new detecting solutions. Due to the HMF primers increasing their presence on the ammunition market, innovative approaches in chemical imaging to detect and analyse GSR are needed.

Inorganic analysis of GSR particles from two HMF primers, Sellier & Bellot Nontox and CBC/Magtech Cleanrange®, demonstrated for the first time to emit visible light under beam stimulation in a SEM. Cathodoluminescence emission can be used to both detect and characterize residues in forensic cases involving HMF primers, with minor changes to traditional analytical apparatus.
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Estimating soft biometric traits is a very popular research area in computer vision (Jain, 2014; Jain 2009; Vaquero, 2018; Saeed 2018). Previous work has shown that the soft biometric traits help to describe subjects more effectively and also improve the identification performance of the systems (Jain, 2014; Jain 2009; Ozbulak, 2016). In biometric research area, age and gender are the most popular and important soft biometric traits.

In the previous works, deep convolutional neural network (CNN) based methods have been utilized in order to perform automatic age and gender classification. Frontal or close to frontal face images have been used in many of these works (Levi, 2015; Ozbulak, 2016; Zhang, 2018; Rothe, 2018). On the other hand, there are some studies that ear images and profile face images have been used in order to predict age and gender of the subjects (Yaman, 2018; Emersic, 2017; Bukar, 2017).

In this work, we presented an end-to-end multimodal deep learning framework. In the proposed multimodal deep network, we employed separate deep convolutional neural networks for each modality in order to learn individual representations. For this purpose, we benefited from VGG-16 (Simonyan, 2014) and ResNet-50 (He, 2016) deep convolutional neural network architectures, which are powerful and popular deep CNN models in deep learning research area. In order to increase representation and discrimination capability of the deep convolutional neural network, we utilized domain adaptation and center loss (Wen, 2016) besides softmax loss. With center loss, the model can learn more discriminative features than softmax loss. Afterwards, we combined the individual representations and fed them to the classification layers. Besides, for domain adaptation, we employed Multi-PIE ear dataset (Eyiokur, 2017), which is a large scale ear dataset generated from Multi-PIE face dataset and contains around 17000 ear images. Using this dataset, we performed fine-tuning in order to learn ear domain specific features by the deep CNN model. Then, we further fine-tuned this model over FERET (Phillips, 2000), UND-F (Yan, 2005), and UND-J2 (Yan, 2005) datasets separately.

In the experiments, gender classification is a binary classification that contains male and female classes. On the other hand, for age estimation, there are 5 different classes which are 18-28, 29-38, 39-48, 49-58, and 59-68+. We conducted many experiments on the UND-F, UND-J2, and FERET datasets for age and gender classification. For preprocessing, we benefited from off-the-shelf ear detector (Bradski, 2000) and dlib face detector (King, 2009) to obtain ear and profile face images, that don’t include ear part. After that, we obtained 942 images for UND-F, 2430 images for UND-J2, and 1397 images for FERET dataset. Although we utilized all three datasets for gender classification, we only used FERET dataset for age classification since age information is only available for FERET dataset. For the experiments, we splitted datasets into three parts, which are train, validation, and test sets. The sizes of train, validation, and test sets are 80%, 10%, and 10% respectively. According to the experimental results, we showed that ear and profile face images contain significantly important features to estimate age and gender. Moreover, using combination of ear and profile face images performed better than unimodal approach. We achieved 66.33% age classification accuracy using ear images. With profile face, 65.73% age classification accuracy is obtained. For gender
classification, 98% and 94% accuracies are achieved using ear and profile face images separately. With the multimodal approach, we achieved 67.28% age classification accuracy and 98.16% gender classification accuracy, which are better than the accuracies achieved by the unimodal approaches.

We also compare the results obtained by the profile views with the ones that are attained using frontal face images. We achieved 70.90% age classification accuracy and 98% gender classification accuracy using frontal face images. These results indicate that the presented multimodal system achieves very high age and gender classification accuracies, matching the ones obtained by using frontal face images.
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In the present work two Ion Beam Analysis (IBA) techniques, Secondary Ion Mass Spectrometry with MeV ions (MeV SIMS) and Proton Induced X-Ray Emission (PIXE) were used to reveal the deposition order for several writing tools such as blue ballpoint pens, laser printer toners and inkjet printer ink. Imaging of the intersection regions was performed using ion beams; protons for PIXE and heavier ions for MeV SIMS, both focused to micron dimensions.

As MeV SIMS is a surface sensitive technique, giving 2D molecular images from the uppermost layers of the sample, it is perfect for determining the deposition order. MeV SIMS solely was successful to solve correctly all cases where ballpoint pen and laser toners were involved. However, in cases where inkjet ink was used, all molecular maps showed a break in the inkjet ink line, regardless of the deposition order. To resolve this ambiguity (which comes from the penetration and adhering properties of inkjet ink), PIXE was applied to give 2D elemental maps from larger depths. From those maps, the characteristic X-rays could be used to establish the deposition order in cases involving inkjet ink.
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Paper documentation fully or partially hand-written with ink is often an important material for forensic investigation. There are usually several questions to be solved, namely identification of the source of the tested ink, the ink identity on various places of one document or between several documents and the age of ink written text. Extremely important is the determination of correct order of crossing ink lines and discrimination between homogeneous and heterogeneous intersections. Such analysis allows the determination of whether entries have been added or altered in the document(s) tested (Agarwal et al., 2016, Menzyk et al., 2015, Li, 2016).

Several ink types can be distinguished, based mainly on the character of a colorant (dye or pigment), type of solvent (water or organic solvents) and consistency (liquid or paste). Many inks contain also additional chemicals enabling e.g. their strong adhesion to the substrate. Typical writing instruments comprehend fountain, ballpoint, rollerball, felt-tip, gel, ruling or brush pens.

Many procedures have been already developed for inks identification and comparison, including visual examination, thin layer chromatography (TLC), high performance thin layer chromatography (HPTLC), high performance liquid chromatography (HPLC) and gas chromatography (GC) (Menzyk et al., 2015).

In this presentation we will summarize the imaging techniques including spectroscopic techniques (Fourier-transform infrared spectroscopy (FTIR), Raman or UV-VIS spectroscopy and mass spectroscopy) which are efficiently used to analyze forensic evidences including inks in questioned document in a non-destructive way (Menzyk et al., 2015). These procedures for ink analysis can provide a very high degree of discrimination between tested documents, can be applied to very small areas, are usually non-destructive, require minimal or no sample preparation, are rapid, and produce both qualitative and quantitative data (Buzzini and Suzuki, 2016).
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Recent results related to forensic applications of the snapshot multi-spectral-line imaging technology (SMSLI, [1]) and progress in development of this technology will be presented. A smartphone with add-on triple laser line illuminator (448nm, 532nm, 659nm) [2] has been previously used for comparative studies of authentic and counterfeit 20 EUR and 50 EUR banknotes [3,4]. Extended studies related to 500 EUR banknotes have been carried out. Besides, additional results with this equipment for coloured signature analysis (in frame of the RRS-1) have been obtained.

Our tests of the imaging technique exploiting three laser line illumination have confirmed essentially improved spectral selectivity to compare with traditional multi-spectral imaging approaches (e.g. by means of multi-LED illumination or a set of narrowband spectral filters). Spectral line images and their ratios are well suited for coloured counterfeit (banknotes, documents) detection. They can be also used for high performance mapping of chromophore distribution over the target area. In this case the number of chromophores to be mapped is equal to the number of illumination spectral lines. To enable mapping of four different chromophores, a new prototype imaging device operating at wavelengths 450nm, 523nm, 638nm and 850nm is under development. The main features of the new prototype will be discussed in details.

The support from Latvian Council of Science (grant #lzp-2018/2-0006) for development of the new prototype is highly appreciated.
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This contribution presents new possibilities in digital forensic ballistics analysis. The crime scene often contains traces left by firearms in terms of bullets and cartridges. In general, a weapon through some mechanical components performs three different phases: loading the weapon, shot and ejecting the cartridge. The traces impressed on cartridges and bullets after the shot, can be associated to a specific firearm and are considered as a unique fingerprint among the different weapons.

The possibility to represent cartridges as 2D images, topography images or 3D point-clouds has opened new research challenges as well as the opportunity to make from manual optical comparison techniques, to more sophisticated semi-automatic or fully automatic digital techniques with the aim of obtaining objective assessments.

We have employed a fully automated technique for Forensic Ballistics cartridge comparison, based on neural network called Siamese Ballistics Neural Network. The technique exploits a cartridge pairs as input represented as a 3D point-clouds, trained and tested on the NIST Ballistics Toolmark Research Database (NBTRD) (Zheng, 2016). In a first set of experiments the goal is to recognize the model of the gun. Then we identified of the specific gun which fired a cartridge (gun identification), that is the most important information for scientific ballistic investigations. Retrieval tests have been accomplished in order to evaluate the effectiveness of the proposed technique. For each class a single point-cloud has been randomly selected as query and the remaining ones as samples to be used to perform the retrieval test. To further evaluate the proposed solution w.r.t. state-of-the-art methods (Morris, 2017), (Vorburger, 2007), (Roth, 2015), (Banno, 2004), (Tai, 2018) we reproduced the Top-10-List for the gun identification test. The results achieved demonstrated the power of the techniques.
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Overview of computational methods for processing MeV TOF SIMS spectra and 2D images at RBI
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Complex, multivariate nature of MeV time-of-flight secondary ion mass spectroscopy (TOF SIMS) datasets requires the use of advanced statistical methods for proper data interpretation (identification, classification or prediction). Such fast and efficient methods minimize subjectivity during analysis and use all the information available in the dataset. They improve signal to noise ratio and are able to remove potential bias. On the other hand, there are numerous different procedures to choose from, and some can be difficult to understand and interpret. Appropriate selection of data pre-processing and analysis method are critical for accurate interpretation of MeV TOF SIMS data. MeV TOF SIMS is a fairly new technique in use at heavy ion microprobe installed at the 45° beam line of the 6 MV Tandem Van de Graaff accelerator at Ruđer Bošković Institute. So far it has been used in the analysis of forensic samples (mapping intersections of inks and toners, spectra of signatures and stamps, mapping and spectra of fingerprints etc.) and biological samples (mouse serum and urine, liver tissue, biological cells etc.). The need arises to correctly draw conclusions from the studies and to maximize the amount of data used in the process, as well as to try to visualize variations in more complex datasets. For that purpose, several multivariate statistical methods such as Principle Component Analysis (PCA) and k-means clustering, commonly used for the analysis of the keV TOF-SIMS mass spectra and images, can also be applied in the MeV TOF-SIMS. Several examples of PCA analysis of 2d images in the study of deposition order of different writing tools is presented. K-means clustering algorithm is applied on generated principal components (PC’s) to reconstruct the complete 2D image of the sample in terms of deposition order. Another example is presented involving a temporal study investigating potential biomarkers for diabetes type 2 from mice urine. Temporal datasets containing mass spectra from urine of several mice, together with blood glucose monitoring, were analyzed with Multivariate empirical Bayes analysis (MEBA), a common analysis algorithm used in proteomics experiments.
Controlling the shooting process for various cameras, from fixed cameras mounted on gimbals to cameras on Unmanned Aerial Vehicles (UAVs), can significantly improve the quality of the collected footage for various surveillance and/or forensic applications. However, manually controlling an enormous amount of cameras is not feasible, reducing the quality of the collected videos, often rendering them useless. To overcome this limitation, intelligent control methods can be employed for automating the control process (Passalis & Tefas, 2019). To this end, we provide a generic way for formulating various visual control objectives, that can be used for training reinforcement learning (RL) agents to efficiently perform the camera control process, as well as control the vehicle on which the camera is mounted, e.g., a drone. A hint-based reward function is also used to further increase the convergence speed and learn more accurate deep RL agents. The proposed method is evaluated using two different simulation environments, one for controlling the gimbal of a camera and one for controlling a UAV. It is worth noting that the proposed method can be used to perform both discrete control as well as continuous control. Finally, it is experimentally demonstrated that the proposed method can significantly improve the control accuracy over both handcrafted control techniques, as well as other baseline deep RL models.
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The digital forensics landscape has drastically altered during the last decade as a result of the massively increasing number of cybercrimes that expand to the field of multimedia content (Lillis et al. 2016). Online image and video sharing are growing faster than ever (Milani et al. 2012). Especially, video editing tools are available to everyone, allowing simple users to create and edit video content on their own (Guttmann et al. 2011). Media manipulating for deceiving purposes has become incredibly easy and traces are very hard to detect. Images and videos have become unreliable and issues like security, confidentiality and integrity of data are arising (Kot and Cao, 2012).

This brings to the surface the importance of video forgery detection (Bruno et al. 2015) as well as video steganography techniques (Böhm and Kirchner, 2016). Internet of Things (IoT) paradigm enabled portable hardware solutions for video processing in Raspberry Pi devices (Arva and Fryza, 2017; Mand and Lakhe, 2018). Deep Learning paradigm added even more challenge to forensic video investigations and introduced the prediction of manipulation existence with a sample of as few as 2 seconds (Guera and Delp, 2018). Researchers have proposed many different solutions in hardware level, such as a low power consumption FPGA watermarking system (Roy et al. 2013) and ENF signal extracting at the edge device for video surveillance systems (Nagothu et al. 2019).

This work focuses on video manipulation and introduces a comparative analysis of up-to-date research approaches for video forensic analysis. It contributes with multimedia forensics by active mechanisms, which include watermarking and digital signatures, as well as modern rapidly emerging passive techniques and presents a detailed comparison, with previous works (Wolfgang and Delp, 1997; Luo et al. 2007; Pandey et al. 2016).
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Face recognition is one of the most important and influential disciplines of modern biometrics. Even they have been attracting attention for both researchers and end-users, still facing several issues and challenges. The modern techniques that are focused on formalizing and exploiting important pieces of knowledge describing human’s face (Karczmarek et.al, 2018) (Karczmarek et.al, 2017) still need to integrate machine-oriented approaches with knowledge and attitudes of experts participating in the process, in order to deliver final decision about face recognition process.

On the other side, there is a variety of multicriteria decision-making formalisms and methods for addressing different preference structures with scales of input and output information with different semantics. Most of the current approaches collect independent preferences (Karczmarek et.al, 2018) (Karczmarek et.al, 2017), under the mutual preference independence (MPI) hypothesis (Keeny & Raiffa, 1993), which means that a user’s preference for an option is independent of the other options (Ognjanović, Gašević & Bagheri, 2013). When applied in face recognition domain, the features and respective preferences could be related to different application domains (e.g. criminology, cognitive psychology, psychology of emotion, etc.) as well as different experts’ knowledge and backgrounds (e.g. professionals in the field of forensics and psychology, etc.)

This work contributes to the different structure of features and preferences can be integrated in face recognition process by using different decision-making techniques (Ognjanović, Gašević & Bagheri, 2013) (Boutilier et.al, 2004). In this direction, it provides sound mechanisms for making joint decisions by experts and computers, adaptable to different domains of applications and practical use.
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Enormous amounts of multimedia contents, mainly photos and videos, are uploaded and successively shared on social networks (SNs) so fast that it is not possible to determine anymore the origin of a certain content and moreover the path it has followed. According to this, users can act as being granted by a sense of anonymity that makes easier to commit crimes such as reputation attack and, among youngers, cyberbullying. Especially in this last case, pictures are often published and rapidly shared without considering possible consequences and repercussions. Instruments able to understand this flow, or at least part of that, could be strategic, to reveal all the intermediate steps a certain content has followed.

Some techniques in the last years to determine the social network of origin of a given image have been proposed but, in very few cases, the challenging problem of tracking multiple shares has been considered in depth.

This work proposes and tests a methodology to track multiple image shares on social networks, by resorting at specific traces left by each SN within the image file, during the process of up-download; indeed this procedures seems to characterize each specific social network and can be used for classification purpose. Deep learning-based strategies are presented and satisfactory results have been obtained succeeding in recovering till triple up-downloads bounces.
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In this work we propose a novel Convolutional Neural Network (CNN) architecture for the matching of pairs of image patches acquired by different sensors. Our approach utilizes two CNN sub-networks, where the first is a Siamese CNN and the second is a subnetwork consisting of dual non-weight-sharing CNNs. This allows simultaneous joint and disjoint processing of the input pair of multimodal images.

The convergence of the training and the test accuracy is improved by introducing auxiliary losses, and a corresponding hard negative mining scheme. The proposed approach is experimentally shown to compare favourably with contemporary state-of-the-art schemes when applied to multiple datasets of multimodal images, by reducing the matchings errors by 50%-70% compared to previous works.

This allows the matchings to be further refined by geometrical matching schemes such as RANSAC and Spectral Graph Matching that can only be applied to matchings with low outliers rates.
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The presentation addresses the path of imaging digital evidences (i.e., images and videos), with a specific focus on the ones acquired by an intelligent video surveillance system. The even growing technological development allowed the exploitation of new investigation methods, used toward the interest of the defence and security of the nation, to contrast criminal phenomena, such as terrorism. This caused an exponential augment of digital data (and images) acquired by investigators and proposed as proofs during criminal proceedings.

However, to consider such images valid proofs, they need to have specific features that guarantee their immutability during both the acquisition and analysis. The also need to be considered original and, hence, not forged. Although already exist tools that guarantee the immutability of an image and/or assess if an image has been forged, it is not enough to guarantee that the image is admitted, used and evaluated as a proof during a proceeding. In the presentation are hence highlighted the aspects related to the regulatory framework and to the privacy field, which regulate the image acquisition activities in public areas with smart video surveillance systems, and also the following phases which an “admitted evidence” in involved to, since the moment it is admitted in a courtroom. A particular attention will be dedicated to the phase of digital evidence evaluation: in this step, the judge has the role of gatekeeper, which is of major importance and responsibility as he has to admit the guilty or not-guilty verdict.

The speech will also rise doubts on the fact that the judge can conclude to a right decision “beyond reasonable doubt”. Indeed, the judicial experience as cyber crime lawyer, demonstrated that is rare that the judge can accomplish such function without be affected by the technical consultants, who are not always have the appropriate skills. Furthermore, to make a decision, the judge, will issue the verdict only after he has chosen which methodology used by the technical consultants for the activities of computer forensics and digital analysis is the right procedure. The speech also offers insights and suggest possible solutions.
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Fingerprints are one of the most common evidence in a crime scene and, for this reason, they are frequently used by law enforcement agencies for the identification of individuals. But, it is also known that fingerprints can be altered in many ways. Altering fingerprints, means to intentionally damage the actual friction ridge pattern of fingers in such a way that criminals could evade law enforcements’ forensics investigations. In this work, a method for the detection of altered fingerprints is proposed: a Machine Learning algorithm is trained in order to identify the different types of alterations and recognize the gender of the individual. A deep neural network approach was employed by training two different Convolutional Neural Networks architectures: Inception and Res-Net. The main contributions are: (i) train a CNN to identify the “authenticity” of a fingerprint and compare its performance with different dataset compared to that used by Tabassi et al. [1]; (ii) train a CNN to classify types of alterations of fingerprints, comparing its performance with that achieved by Shehu et al. [2]; (iii) train two CNN to classify gender of fingerprints and compare their performances with those achieved by Shehu et al. [3]. In this work we use the publicly available Coventry Fingerprints Dataset (SOCOFing Dataset).
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