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Abstract. Food recognition is an interesting and challenging problem
with applications in medical, social and anthropological research areas.
The high variability of food images makes the recognition task difficult
for current state-of-the-art methods. It has been proved that the exploita-
tion of multiple features to capture complementary aspects of the image
contents is useful to improve the discrimination of different food items.
In this paper we exploit an image representation based on the consen-
sus among visual vocabularies built on different feature spaces. Starting
from a set of visual codebooks, a consensus clustering technique is used
to build a consensus vocabulary used to represent food pictures with
a Bag-of-Visual-Words paradigm. This new representation is employed
together with a SVM for recognition purpose.

1 Introduction and Motivation

People love food. This fact, coupled with the great diffusion of low cost imag-
ing devices (e.g., wearable cameras, smartphones), makes the food one of the
most photographed objects. The analysis of food images can drive to a wider
comprehension of the relationship between people and their meals. For instance,
automatic food recognition can be useful to build diet monitoring systems to
combat obesity, by providing to the experts (e.g., nutritionists) objective mea-
sures to assess patients’ food intake. Also, food recognition is a challenging and
exciting task for computer vision researchers due its both high intra-class and
low inter-class variabilities of visual content [TI6].

Several works have been published in last years addressing the problem of food
classification [2IB4ITBTATSITOITTITE]. Jimenez et al. [3] proposed an automatic
recognition method able to detect spherical fruits (e.g., oranges) in natural en-
vironment. To this purposes they used range images, obtained via a 3D laser
scanner. Joutou et al. [4] used a Multiple Kernel Learning SVM (MKL-SVM)
to exploit different kinds of features. They combined Bag-of-SIFT with color
histograms and Gabor filters to discriminate between images of a dataset con-
sidering by 50 different food categories. Matsuda et al. [7I8] introduced a new
dataset with food belonging to 100 classes. In [7] they employed Bag-of-SIF'T on
Spatial Pyramid, Histograms of Gradient, color histogram and Gabor filters to
train a MKL-SVM after a detection of candidate regions based on Deformable
Part Models. The trained models were used to classify multiple instances of



Fig. 2: Six different point of view of one instance of food in the PFID dataset [2].

food. In [8] they extended their previous work including a ranking algorithm to
be used for image retrieval purpose.

Most of the aforementioned approaches propose, along with a classification en-
gine, a new dataset. However, it is difficult to find papers where different tech-
niques are compared on the same dataset [I6]. This makes not easy to fully
understand which are the peculiarities of the different techniques and which is
the best method for food recognition so far. We consider the Pittsburgh Fast-
food Image Dataset (PFID) [2]. This dataset is composed by 1098 food images
belonging to 61 different categories. Each class contains 3 different instances of
the food (i.e., same food class but acquired in different days and in different
restaurants - see Fig. , and 6 images of different viewpoints for each instance
(see Fig. [2)). The main contribution of [2] is the dataset itself. As baseline tests,
the authors provide the food recognition results by employing Color Histograms
and Bag-of-SIFT and a linear SVM classifier. This dataset, as well as the ex-
perimental protocol and the results, can be used to properly compare different
algorithms.

Considering the aforementioned PFID dataset, Yang et al. [T4] outperformed
the baseline results of [2] using statistics of pairwise local feature in order to en-
code spatial relationship between different ingredients. As first step, a Semantic
Textons Forest (STF) [I1] is used to assign a soft label to represent the distribu-
tion over ingredients (beef, chicken, pork, bread, vegetable, tomato and tomato
sauce, cheese and butter, egg/other). Then the food images are represented with
the OM features, which are computed taking into account orientation (O) and
midpoint (M) of the segment that connects two previously labelled pixels. These
features are hence used with a SVM for classification (using a x? kernel). A suc-
cessive work considering the PFID dataset for testing purposes [I5] pointed out
that a classic Bag of Textons approach for texture discrimination outperforms
the methods presented in [2] and [14]. The aforementioned approaches proposed
in [I4] have been considered in the experimental phase of this work for compar-
ison purposes.

It is worth noting that some of the aforementioned food recognition techniques
use combination of different features [4J7I814]. By exploiting multiple features
it is possible to capture different aspects of food appearance (e.g., color, shape,
texture, spatial relationships) and hence improve the recognition accuracy. On
the other hand, image representations based on the alignment of multiple visual
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Fig. 3: Proposed image representation pipeline based on Consensus Vocabularies.

vocabularies (Bag-of-Visual-Phrases) built on different feature spaces have been
used to address other Computer Vision problems (e.g., near duplicate image re-
trieval [TJ19]).

In this paper we propose a new way to encode different and complementary
aspects of local regions, which we call Consensus Vocabularies. Starting from
vocabularies built on classic SIFT [6] and SPIN [5] features, we use consensus
clustering [12] to build a the final vocabulary to be used for the image repre-
sentation. The proposed representation is coupled with a Support Vector Ma-
chine classifier for food recognition. Our method is compared with respect to
other state-of-the-art approaches on the PFID dataset [2[T4IT5].At the best of
our knowledge, although consensus clustering is a well known topic in Pattern
Recognition, it has not been previously exploited to build visual vocabularies for
image representation and recognition purposes.

The remainder of this paper is structured as follows: Section |2 presents the pro-
posed approach to build the image representation. In Section [3|the experimental
settings and the results are described. Finally, Section [] concludes the paper
with hints for further works.

2 Consensus Vocabularies

In this work, we propose to augment the classic Bag-of-Features approach by ex-
ploiting a representation based on consensus vocabularies obtained from different
visual codebooks computed on different and complementary descriptors. In our
representation pipeline, we start by generating different partitions of SIFT [17]
and SPIN [f] feature spaces employing a K-means clustering (as in the classic
visual vocabularies in the Bag-of-Feature method). The generated partitions are
then used to feed the consensus clustering algorithm. In this work we employ the
technique proposed in [I2]. As output, the consensus clustering gives a vocabu-
lary which is then used to represent each image belonging to both training and
testing sets. We use SIFT and SPIN features because they are able to capture
different local information. SIFT is useful to capture local gradients [6], whereas
SPIN are more powerful in encoding textures [20]. By employing the different
descriptors and different runs of the clustering algorithms (i.e., input partitions
for the consensus clustering), we can tune the diversity of the partitions to build
the final vocabulary. Of course, different consensus clustering strategies can be
used for the proposed method [I0/12]. We chosen the algorithm proposed in [12]
since it is based on categorical clustering (i.e., can be applied straightforward on



pre-built visual vocabularies) and because it does not need to solve the clusters
correspondence problem to build the final consensus partition. The consensus
partition is obtained as the solution of a maximum likelihood problem using
an Expectation-Maximization approach. shows the general pipeline of
both training and testing pipelines.

Let I = {I1,...,Ir} be the training set. Through a dense sampling of each
image I;, we obtain a set of interest points X = {xgl),,mg\’g} on which
each feature descriptor is computed. Let F = {Fy,..., Fiy} be a set of de-
scriptors. For each descriptor F;,, € F we compute the set of features Yg,? =

{y@n =F, (xgz)) yees ,y%iym =F, (x%?)} related to the image I; € I. Hence,

Y., = {YD .Y} s the set of all feature descriptors of type m computed
over the image set I. Let C = {C4,...,Cp} be the set of the considered clus-
tering algorithms and let @®) = {9§p), .. .,98’3} be the set of the parameters
considered for the clustering algorithm C), € C (i.e., the parameters correspond-
ing to different runs of a specific algorithm). Each set Y, is clustered taking
into account a specific clustering algorithm C), € C and considering the set of
parameters O This gives as output a set of visual vocabularies for each fea-
ture of type m. Let V.= {V ... Vg} be the set of all vocabularies obtained with
the aforementioned procedure. Each set Y, is therefore represented with the ids
related to the visual words belonging to the obtained vocabularies of type m.

In this way each interest point ng e (i) is projected into the vocabulary spaces:
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At this point we employ the consensus clustering [12] to build a vocabulary.
We define vgf) = <V1 (z%”) e, Vi (ng))) as the vector that contains all the

ids labels for the interesting point 2% . Considering the set of all vectors VELZ ), the
consensus clustering algorithm is used to find a consensus partition V, called the
Consensus Vocabulary.

The original formulation of the consensus clustering assigns each vector v,(f )
to the most likely cluster of the consensus partition in a hard way. Taking into

account possible visual words ambiguities [913], we use a soft assignment. Specif-



ically, we employ the probability vector zg ) given by the consensus algorithm to

establish the membership degree of each vector v,(f ) to the different consensus

clusters. Every image I; is hence represented as the normalized sum of all the
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1 &
_ (4)

To represent test images I;, we first project their interesting points in the set of
vocabulary V, and then the consensus vocabulary is used to compute the final
signature in the same way as for the training images (Eq. .

To perform the classification, a multiclass SVM with a pre-computed kernel
and cosine distance is used. Given two signature vectors Sy, Sy, the cosine
distance d.os is calculated as follows:

dCOS (SLL’ SIJ) =1- (3)

s (s18,)

The kernel is defined as:

o (81,8, = e nl5050), n

3 Experimental results

To assess the proposed approach we have used the PFID dataset [2] described
in Section [I} Our method has been compared against the two baseline methods
reported in [2] as well as with respect to the different methods proposed in [I4].
As in [14], we followed the experimental protocol of [2] by performing a 3-fold
cross-validation for our experiments. We used 12 images from two instances of
each class for training and the 6 remaining images of the third instance for test-
ing.

A dense sampling procedure to extract the descriptors has been considered by
using a spatial grid with steps of 8 pixels in both horizontal and vertical di-
rections. The descriptors are computed on patches of 24 x 24 pixels centered on
each point of the spatial grid. The visual vocabularies to be used as input for the
consensus clustering have been obtained considering three different runs of the
K-means clustering for each descriptor. We have used K = 200 on each run with
a random initialization. So, each point into the spacial grid of the dense sam-
pling has been projected into the 6-dimensional feature space of the computed
visual vocabularies (3 on the SIFT features and 3 on the SPIN features). For the
final consensus vocabulary, we chose a size of 300 consensus words. This means
that the final food image is represented with a very small vector. After repre-
senting images as described in Section [2] we trained the SVM classifier, using
the training images and pre-computed kernel with cosine distance. The trained
classifier has been then employed on the test images. The classification accuracy



Table 1: Per-Class accuracy of the different methods on the 7 Major Classes of the
PFID dataset. In each row, the two highest values are underlined, while the maximum
is reported in bold.

Class Per-Class Accuracy % (# of images)

Color [2] BoW SIFT || GIR-STF OM [14] BoW Proposed

2] [T4]1T] Textons [15]

Sandwich 69.0 (157.3) || 75.0 (171) || 79.0 (180.1) || 86.0 (196.1) || 87.6 (199.7) || 89.0 (203)
Salad & Sides || 16.0 (5.8) || 45.0 (16.2) || 79.0 (28.4) ||93.0 (33.5)| 84.3 (30.3) || 60.4 (25)
Bagel 13.0 (3.1) || 15.0 (3.6) || 33.0 (7.9) || 40.0 (9.6) || 70.8 (17) || 62.5 (15)
Donut 0.0 (0) 18.0 (4.3) || 14.0 (3.4) || 17.0 (4.1) ||43.1 (10.3)| 29.2 (7)
Chicken 49.0 (11.8) || 36.0 (8.6) || 73.0 (17.5) || 82.0 (19.7) || 66.7 (16) || 91.7 (22)
Taco 39.0 (4.7) || 24.0 (2.9) || 40.0 (4.8) || 65.0 (7.8) || 69.4 (8.3) || 50.0 (6)
Bread & Pastry|| 8.0 (1.4) 3.0 (0.5) || 47.0 (8.5) ||67.0 (12.1)|| 53.7 (9.7) || 66.7 (12)
Average 27.7 (26.3) || 30.9 (29.6) || 52.1 (35.8) || 64.3 (40.4) ||67.9 (41.6) || 65.5 (41.4)

achieved employing consensus vocabularies on the 61 classes is reported in
along with the accuracies of the compared state-of-the-art approaches.
The low accuracy in discriminating among the 61 different classes is mainly due
to foods items of the PFID dataset have very similar appearances (and similar
ingredients) despite they belong to different classes [I5].

It is important to note that our method, differently than [14], does not need any
manual labeling of the different ingredients composing the food items to be em-
ployed to produce the representation. Although the labeling of the different food
ingredients is possible for a small set of plates, the up-scaling to a huge number
of categories (composed by many ingredients) became not feasible, making the
approach described in [I4] difficult to be applied.

As in [I4], we have also performed tests re-organizing the 61 PFID food cate-
gories into seven major groups (e.g. sandwiches, salads and sides, chicken, breads
and pastries, donuts, bagels, tacos). Results obtained by the different approaches
are reported in Fig. In the per-class accuracies of the results of the
different methods on the seven major classes of the PFID dataset are reported.
Since the number of images belonging to the different classes is not balanced, for
a better understanding of the results, the number of images is reported together
with the per-class accuracy. Also in this case, our approach obtains better per-
formances with respect to the best performing one proposed in [I4].

We want also to underline that, despite the approach in [15] has better results in
terms of accuracy, the proposed method is valuable under a theoretical perspec-
tive. In fact, it shows that the results obtained using a combination of different
features are almost as good as standard techniques, but it captures different
aspects of the image, such as local gradient and textures. Note that the rep-
resentation proposed in [15] can be exploited together with SIFT and SPIN to
build a novel Consensus vocabulary which takes into account the power of Tex-
tons in representing patterns. Moreover, the final vocabulary size used in this
approach is much lower than the one used in [I5].
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Fig.4: Classification accuracy on the 61 categories and on the 7 major
classes of the PFID dataset [2].

4 Conclusions and future works

This paper introduces an augmented version of the Bag of Words approach use-
ful to combine different feature descriptors. We propose to build a consensus
vocabulary starting from different visual codebooks. The images are represented
as a Bag of Consensus Words taking into account different aspects of local re-
gions. The proposed image representation has been assessed by considering the
problem of food recognition, obtaining results which closely match the state of
the art. Future works could be devoted to the exploitation of consensus vocab-
ularies on different computer vision applications, and by considering other type
of features (as well as the spatial relationship among them) to build the final
consensus codebook. Also, an in-depth analysis of the performances at varying
of the involved parameters and considering bigger datasets (e.g., the UNICTFD-
889 [16]) should be performed. Moreover the impact of the size of the consensus
vocabulary both in terms of recognition rate and computational time should be
investigated.
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